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• Exploratory results for Kosterlitz-Thouless phase transition. 
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Motivation



Interests in tensor-network methods

• Hamiltonian formalism, real-time dynamics. 

• No sign problem. 

• Future quantum simulations? 

• New for lattice practirioners. 

• Investigating topological aspects of QFT.  
  

A forward-looking method for computational QFT.



The 1+1 dimensional Thirring model  
and its representations as scalar models
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I. INTRODUCTION

STh

[

ψ, ψ̄
]

=

∫

d2x
[

ψ̄iγµ∂µψ −m0ψ̄ψ −

g

2

(

ψ̄γµψ
)2
]

(1)
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strong-weak duality

high-low temperature duality

4

vσlal−1al

Mσlal−1,al

G(|a− b|) = ⟨ei(θ(a)−θ(b))⟩ (16)

G(r) = A r−T/2πK . (17)

G(r) = A′ e−r/ξ. (18)

Tc ∼ Kπ/2. (19)

g

T

gc ∼ −π/2. (20)

g ↔ κ
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And similar power law for

¯  correlators.

The K-T phase transition at T ⇠ K⇡/2 in the XY model.

The phase boundary at t ⇠ 8⇡ in the sine-Gordon theory.

The cosine term becomes relevant or irrelevant.
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Summary of the dualities
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The K-T phase transition at T ∼ Kπ/2 in the XY model.

The phase boundary at t ∼ 8π separates the phases where the cosine term becomes relevant or irrelevant.
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Quantities Thirring sine-Gordon XY

vector current  ̄�
µ
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2⇡
✏
µ⌫

@
⌫

�

chiral condensate  ̄ 
⇤

⇡
cos�

Table 2: Correspondence between the massive Thirring model, sine-Gordon
model and the classical XY model.

4 Tensor Network methods

4.1 Singular Value Decomposition (SVD)

4.2 Matrix Product States (MPS)

4.3 Matrix Product Operators (MPO)

4.4 Density Matrix Renormalization Group (DMRG)

5 Preliminaries on the lattice calculation

In this section we will carefully investigate the lattice version of the Hamiltonian,
and the other physical quantities. We will first examine the discretization, and
then write down those quantities in the spin language by the Jordan-Wigner
transformation.

5.1 Staggered fermions in the Hamiltonian formalism

Let’s first consider the staggered fermion in the Hamiltonian formalism. The
di↵erence between the Hamiltonian and action is that the spin diagonalization
must be done in the di↵erent way. This is basically because of the additional
�
0

appeared in the Hamiltonian formalism, while in action �
0

was absorbed as
the part of  ̄.

Let’s look into an example of the free Dirac fermion in two dimensions
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4

Thirring sine-Gordon XY

g
4π

2

t
− π

T

K
− π

vσlal−1al

Mσlal−1,al

G(|a− b|) = ⟨ei(θ(a)−θ(b))⟩ (16)

G(r) = A r−T/2πK . (17)

G(r) = A′ e−r/ξ. (18)

Tc ∼ Kπ/2. (19)

g

T

gc ∼ −π/2. (20)

g ↔ κ

Epair ∼ log (|r1 − r2|/a)

Sr =

(

cosθr
sinθr

)

(21)
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Thirring model as a spin chain



Staggering the Thirring model

• The continuum Hamiltonian  
 
 

• Staggered regularisation a’la Kogut and Susskind
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d∂1ψu + ψ∗
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uψuψ
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γ0 = σ3, γ1 = iσ2

ψu → 1√
a
c2n, ψd → 1√

a
c2n+1

Acknowledgments

The authosr thank people for very useful discussions. This work is supported by grants.

2

I. INTRODUCTION

STh

[

ψ, ψ̄
]

=

∫

d2x
[

ψ̄iγµ∂µψ −m0ψ̄ψ −
g

2

(

ψ̄γµψ
)2
]

(1)

SSG [φ] =

∫

d2x

[

1

2
∂µφ(x)∂

µφ(x) +
α0

κ2
cos (κφ(x))

]

φ→φ/κ, and κ2=t
−−−−−−−−−−−−→

1

t

∫

d2x

[

1

2
∂µφ(x)∂

µφ(x) + α0cos (φ(x))

]

(2)

SSG [φ] =
1

t

∫

d2x

[

1

2
∂µφ(x)∂

µφ(x) + α0cos (φ(x))

]

(3)

HXY

T
=

−K

T

∑

⟨i,j⟩

cos (θi − θj) (4)

〈

n
∏

i=1

eiκiφ(x)

〉

ren.

=
∏

i<j

(µ |xi − xj |)
κiκj/2π , where

[

eiκiφ(x)
]

bare
= (Λ/µ)−κ2

i /4π
[

eiκiφ(x)
]

ren.
(5)

And similar power law for ψ̄ψ correlators.

The K-T phase transition at T ∼ Kπ/2 in the XY model.

The phase boundary at t ∼ 8π in the sine-Gordon theory.

The cosine term becomes relevant or irrelevant.

HTh =

∫

dx {−i (ψ∗
d∂1ψu + ψ∗

u∂1ψd) +m0 (ψ
∗
uψu − ψ∗

dψd) + 2g (ψ∗
uψuψ

∗
dψd)} (6)

H(latt)
Th = −

i

2a

N−2
∑

n=0

(

c†ncn+1 − c†n+1cn
)

+m0

N−1
∑

n=0

(−1)nc†ncn +
2g

a

N
2
−1

∑

n=0

c†2nc2nc
†
2n+1c2n+1 (7)

γ0 = σ3, γ1 = iσ2

ψu → 1√
a
c2n, ψd → 1√

a
c2n+1

Acknowledgments

The authosr thank people for very useful discussions. This work is supported by grants.

2

I. INTRODUCTION

STh

[

ψ, ψ̄
]

=

∫

d2x
[

ψ̄iγµ∂µψ −m0ψ̄ψ −
g

2

(

ψ̄γµψ
)2
]

(1)

SSG [φ] =

∫

d2x

[

1

2
∂µφ(x)∂

µφ(x) +
α0

κ2
cos (κφ(x))

]

φ→φ/κ, and κ2=t
−−−−−−−−−−−−→

1

t

∫

d2x

[

1

2
∂µφ(x)∂

µφ(x) + α0cos (φ(x))

]

(2)

SSG [φ] =
1

t

∫

d2x

[

1

2
∂µφ(x)∂

µφ(x) + α0cos (φ(x))

]

(3)

HXY

T
=

−K

T

∑

⟨i,j⟩

cos (θi − θj) (4)

〈

n
∏

i=1

eiκiφ(x)

〉

ren.

=
∏

i<j

(µ |xi − xj |)
κiκj/2π , where

[

eiκiφ(x)
]

bare
= (Λ/µ)−κ2

i /4π
[

eiκiφ(x)
]

ren.
(5)

And similar power law for ψ̄ψ correlators.

The K-T phase transition at T ∼ Kπ/2 in the XY model.

The phase boundary at t ∼ 8π in the sine-Gordon theory.

The cosine term becomes relevant or irrelevant.

HTh =

∫

dx {−i (ψ∗
d∂1ψu + ψ∗

u∂1ψd) +m0 (ψ
∗
uψu − ψ∗

dψd) + 2g (ψ∗
uψuψ

∗
dψd)} (6)

H(latt)
Th = −

i

2a

N−2
∑

n=0

(

c†ncn+1 − c†n+1cn
)

+m0

N−1
∑

n=0

(−1)nc†ncn +
2g

a

N
2
−1

∑

n=0

c†2nc2nc
†
2n+1c2n+1 (7)

Acknowledgments

The authosr thank people for very useful discussions. This work is supported by grants.

No doubler

2

I. INTRODUCTION

STh

⇥
 , ¯ 

⇤
=

Z
d2x

h
¯ i�µ@

µ

 �m0
¯  � g

2

�
¯ �

µ

 
�2i

(1)

SSG [�] =

Z
d2x


1

2

@
µ

�(x)@µ�(x) +
↵0

2
cos (�(x))

�

�!�/, and 

2=t������������! 1

t

Z
d2x


1

2

@
µ

�(x)@µ�(x)� ↵0cos (�(x))

�
(2)

SSG [�] =
1

t

Z
d2x


1

2

@
µ

�(x)@µ�(x) + ↵0cos (�(x))

�
(3)

HXY

T
=

�K

T

X

hi,ji

cos (✓
i

� ✓
j

) (4)

*
nY

i=1

e

ii�(x)

+

ren.

=

Y

i<j

(µ |x
i

� x
j

|)ij/2⇡ , where

h
e

ii�(x)
i

bare
= (⇤/µ)�

2
i /4⇡

h
e

ii�(x)
i

ren.
(5)

And similar power law for

¯  correlators.

The K-T phase transition at T ⇠ K⇡/2 in the XY model.

The phase boundary at t ⇠ 8⇡ in the sine-Gordon theory.

The cosine term becomes relevant or irrelevant.

 =

✓
 1

 2

◆
(6)

HTh =

Z
dx {�i ( ⇤

2@x 1 +  ⇤
1@x 2) +m0 ( 

⇤
1 1 �  ⇤

2 2) + 2g ( ⇤
1 1 

⇤
2 2)} (7)

H(latt)
Th = � i

2a

N�2X

n=0

⇣
c†
n

c
n+1 � c†

n+1cn
⌘
+m0

N�1X

n=0

(�1)

nc†
n

c
n

+

2g

a

N
2 �1X

n=0

c†2nc2nc
†
2n+1c2n+1 (8)

�0 = �3, �1 = i�2

 
u

! 1p
a

c2n,  d

! 1p
a

c2n+1

�
c
n

, c
m

 
=

�
c†
n

, c†
m

 
= 0,

�
c
n

, c†
m

 
= �

n,m

.

,

2

I. INTRODUCTION

STh

⇥
 , ¯ 

⇤
=

Z
d2x

h
¯ i�µ@

µ

 �m0
¯  � g

2

�
¯ �

µ

 
�2i

(1)

SSG [�] =

Z
d2x


1

2

@
µ

�(x)@µ�(x) +
↵0

2
cos (�(x))

�

�!�/, and 

2=t������������! 1

t

Z
d2x


1

2

@
µ

�(x)@µ�(x)� ↵0cos (�(x))

�
(2)

SSG [�] =
1

t

Z
d2x


1

2

@
µ

�(x)@µ�(x) + ↵0cos (�(x))

�
(3)

HXY

T
=

�K

T

X

hi,ji

cos (✓
i

� ✓
j

) (4)

*
nY

i=1

e

ii�(x)

+

ren.

=

Y

i<j

(µ |x
i

� x
j

|)ij/2⇡ , where

h
e

ii�(x)
i

bare
= (⇤/µ)�

2
i /4⇡

h
e

ii�(x)
i

ren.
(5)

And similar power law for

¯  correlators.

The K-T phase transition at T ⇠ K⇡/2 in the XY model.

The phase boundary at t ⇠ 8⇡ in the sine-Gordon theory.

The cosine term becomes relevant or irrelevant.

 =

✓
 1

 2

◆
(6)

HTh =

Z
dx {�i ( ⇤

2@x 1 +  ⇤
1@x 2) +m0 ( 

⇤
1 1 �  ⇤

2 2) + 2g ( ⇤
1 1 

⇤
2 2)} (7)

H(latt)
Th = � i

2a

N�2X

n=0

⇣
c†
n

c
n+1 � c†

n+1cn
⌘
+m0

N�1X

n=0

(�1)

nc†
n

c
n

+

2g

a

N
2 �1X

n=0

c†2nc2nc
†
2n+1c2n+1 (8)

�0 = �3, �1 = i�2

 
u

! 1p
a

c2n,  d

! 1p
a

c2n+1

�
c
n

, c
m

 
=

�
c†
n

, c†
m

 
= 0,

�
c
n

, c†
m

 
= �

n,m

.



The Jordan-Wigner transformation

• The fermion fields satisfy  

• The Jordan-Wigner transformation  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Thirring model as a quantum spin chain
• JW transformation on the Thirring model gives  
 
 
 

• The “penalty term”

5.3.3 Spin Hamiltonian

The lattice Hamiltonian (44) can be further transformed into the spin Hsmilto-
nian though the Jordan-Wigner transformation.
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Note that the only coupled terms in the four-fermion term are site 2n and site
2n+1, rather than all the nearest-neighbour coupling as in the Heisenberg XXZ
model.

5.3.4 The penalty term

In order to target the excited states with specific total spin z, we can add a
penalty term to the spin Hamiltonian (45). That is,
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projected to a sector of total spin

JW-trans of the total fermion number, 
Bosonise to topological index in the SG theory. 

XXZ model with two external fields



Density matrix RG



The large Hilbert space
2 The Density Matrix Renormalization Group 35

Fig. 2.1 Pictorial represen-
tation of the Hamiltonian
building recursion explained
in the text. At each step, the
block size is increased by
adding a spin at a time

few dozen states with largest weights, and get rid of the rest. However, this long tail
of states with small weights are responsible for most of the interesting physics: the
quantum fluctuations, and the difference in weight from one state to another in this
tail cannot be necessarily ignored, since they are all of the same order of magnitude.

However, one may notice a simple fact: this is a basis dependent problem! What
if, by some smart choice of basis, we find a representation in which the distribution
of weights is such that all the weight on the tail is ‘shifted to the left’ on the plot, as
shown on the right panel of Fig. 2.2. Then, if we truncate the basis, we would not need
to worry about the loss of ‘information’. Of course, this is a nice and simple concept
that might work in practice, if we knew how to pick the optimal representation. And
as it turns out, this is not in principle an easy task. As we shall learn, what we need
is a method for quantifying ‘information’.

2.2.3 A Simple Geometrical Analogy

Let us consider a vector in two dimensional space v = (x, y), as shown in Fig. 2.3.
We need two basis vectors ê1 and ê2 to expand it as v = xê1 + yê2. A simple 2D
rotation by an angle φ would be represented by an orthogonal matrix

Size of the Hilbert space increases exponentially when the chain grows.
Challenging to diagonalise the Hamiltonian and look for the ground state.



Issue with numerical RG

2 The Density Matrix Renormalization Group 39

Fig. 2.4 In the NRG scheme, we truncate the basis by keeping the m eigenstates of the Hamiltonian
with the lowest eigenvalues

Before the rotation, the operators had matrix elements:

Õαi−1si ,α
′
i−1s′

i
= ⟨αi−1si |Ô|α′

i−1s′
i ⟩. (2.19)

We can now rotate all the tilde operators to the new basis as:

Õαi ,α
′
i
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Does not work well for strongly-correlated systems

entanglement in quantum systems



The key idea behind DMRG

2 The Density Matrix Renormalization Group 41

Fig. 2.6 The DMRG modifies the NRG idea by adding a second block

a way that when we truncate the basis, the “distance” between the original ground
state |Ψ ⟩, and the new, truncated, variational approximation |Ψ̃ ⟩, is minimized:

S =
∣∣∣|Ψ ⟩ − |Ψ̃ ⟩

∣∣∣
2
, (2.22)

where

|Ψ̃ ⟩ =
m∑

α=1

∑

j

Ψα j |α⟩| j⟩. (2.23)

We are going to anticipate the solution: pick the basis |α⟩ given by the m eigen-
vectors of the reduced density matrix of the left block with the m largest eigenvalues.
In order to justify this result, we first need to introduce some important concepts.

2.3.1 The Reduced Density Matrix

Imagine that we have a bipartite system, composed by subsystem A and subsystem
B, as shown in Fig. 2.7. The Hilbert space of the system A + B will be given by
the tensor product of the Hilbert spaces of the two subsystems: HA+B = HA ⊗ HB ,
and will have dimension DA+B = DA × DB . Assume that the state of our system is
described by a normalized wave-function |Ψ ⟩ that has support on HA+B . We define

Fig. 2.7 In the DMRG, one
block acts as the environment
for the second one

Redistribute the entanglement between the system and the environment,  
and minimise the loss of information when truncating the Hilbert space.



The singular value decomposition
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DMRG practical

• Grow the chain until the Hilbert space size  
exceeds the imposed upper limit. 

• Diagonalise the full Hamiltonian and  
obtain the ground state                      . 

• Compute the reduced density matrix of  
one of the blocks, and truncate. 

• Express the Hamiltonian in the new basis. 

• Add two more sites and keep growing.
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Fig. 2.8 Step-by-step illus-
tration of the block-growing
scheme in the infinite-size
DMRG algorithm: After
obtaining the new blocks from
the previous step (a), we add
a new site to each block (b),
we build the superblock and
obtain the ground-state (c),
and we calculate the reduced
density-matrix, and rotate to
the basis of the eigenvectors
with m largest eigenvalues to
build the new blocks for the
next step (d)

(a)

(b)

(c)

(d)

• Build all the operator matrices for a single-site Hamiltonian, and the operators
involved in the interactions between the site an the rest of the system.

• Start growing the blocks by adding single-sites, as outlined in the exact diag-
onalization section. We assume that the Hilbert space for the single site has
dimension d.

• When the size of the bocks become larger than d × m, we start applying the
density matrix truncation as follows:

1. Using a suitable library routine (Lanczos, Davidson), diagonalize the full
Hamiltonian (sometimes called super-Hamiltonian) of the two blocks
combined (sometimes refereed to as superblock), to obtain the ground
state |Ψ ⟩ = ∑

i j Ψi j |i⟩| j⟩.
2. Calculate the reduced density matrix of the left block, and right blocks.

When the system is symmetric under reflections, we only need one of
them.

3. For each of the blocks, diagonalize the density matrix to obtain the full
spectrum and eigenvectors.

4. Truncate the basis by keeping only the m eigenvectors with the largest
eigenvalues.

5. Rotate the Hamiltonian and the operators involved in the interactions
between blocks to the new basis.

6. Add a new site to the left and right blocks, to build new blocks of dimen-
sion d × m, and reiterate the diagonalization and truncation steps. Stop
when we reach the desired system-size, or the error in the energy is below
a pre-defined tolerance.
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(a)

(b)

(c)

(d)

Fig. 2.10 Schematic illustration of the finite-size DMRG algorithm: The infinite-size iteration
stops when we reach the desired system size. Then, we start sweeping from left to right, and right
to left. During the sweeping iterations, one block grows, and the other one “shrinks”. The shrinking
block is retrieved from the blocks obtained in the previous sweep in the opposite direction, which
are stored in memory or disk

• Run the infinite-size algorithm until the desired system size is reached. During
this process, store all the left and right blocks, with their corresponding operators
and basis transformations. This step is typically referred to as the “warmup”.

• Once the desired system size is reached we start performing “DMRG sweeps”,
from right-to-left, and left-to-right to optimize the bases and improve accuracy.
A left-to-right sweep is described as follows:

1. Add a site to the left block using the same idea of the infinite-size DMRG.
Since the total size of the system needs to be kept fixed, we need to “shrink”
the right block. This is done by using the right block from the infinite-size
step, or from the previous right-to-left sweep.

2. Using a suitable library routine (Lanczos, Davidson), diagonalize the super
Hamiltonian of the two blocks combined, same as for the infinite-size
DMRG.

3. Calculate the reduced density matrix of the left block.
4. Diagonalize the density matrix to obtain the full spectrum and eigenvectors.
5. Truncate the basis by keeping only the m eigenvectors with the largest

eigenvalues.
6. Rotate the Hamiltonian and the operators of the left block involved in the

interactions between blocks to the new basis.



Matrix product states



lines are summed over. The second step is then obvious, we have Ar1
a1

, then Ar2
a1 ;a2

and on the right
ca2r3 ;...;rL , with all connected lines summed over. In the end, we have arrived at L A-matrices multiplied
together and labelled by physical indices (last line of the figure).

The graphical rules for the A-matrices, that on the first and last site are row and column vectors
respectively, are summarized in Fig. 6: a site ‘ is represented by a solid circle, the physical index r‘

by a vertical line and the two matrix indices by horizontal lines.
Let me conclude this exposition by showing the generation of a left-canonical matrix product state

by a sequence of QR decompositions. We start as

cr1 ;...;rL ¼ Wr1 ;ðr2 ;...;rLÞ ¼
X

a1

Qr1 ;a1
Ra1 ;ðr2 ;...;rLÞ ¼

X

a1

Ar1
1;a1

Wða1r2Þ;ðr3 ;...;rLÞ; ð42Þ

where we reshape Q ! A and R! W in analogy to the SVD procedure. The next QR decomposition
yields

cr1 ;...;rL ¼
X

a1 ;a2

Ar1
1;a1

Q ða1r2Þ;a2
Ra2 ;ðr3 ;...;rLÞ ¼

X

a1 ;a2

Ar1
1;a1

Ar2
a1 ;a2

Wða2r3Þ;ðr4 ;...;rLÞ ð43Þ

and so on (on the right half of the chain, thin QR is needed, as an analysis of the dimensions shows).
Q yQ ¼ I implies the desired left-normalization of the A-matrices. If numerically feasible, this is faster
than SVD. What we lose is that we do not see the spectrum of the singular values; unless we use more
advanced rank-revealing QR decompositions, we are also not able to determine the ranks r1; r2; . . ., un-
like in SVD. This means that this decomposition fully exploits the maximal A-matrix dimensions.

Fig. 5. Graphical representation of an iterative construction of an exact MPS representation of an arbitrary quantum state by a
sequence of singular value decompositions.

Fig. 6. Graphical representation of A-matrices at the ends and in the bulk of chains: the left diagram represents Ar1
1;a1

, the row
vector at the left end, the right diagram represents ArL

aL ;1, the column vector at the right end. In the center there is Ar‘
a‘$1 ;a‘

.
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(ii) Right-canonical matrix product state. Obviously, there was nothing specific in the decomposition
starting from the left, i.e. site 1. Similarly, we can start from the right in order to obtain

cr1 ;...;rL ¼ Wðr1 ;...;rL#1Þ;rL ¼
X

aL#1

Uðr1 ;...;rL#1Þ;aL#1 SaL#1 ;aL#1 ðV
yÞaL#1 ;rL

¼
X

aL#1

Wðr1 ;...;rL#2Þ;ðrL#1aL#1ÞB
rL
aL#1

¼
X

aL#2 ;aL#1

Uðr1 ;...;rL#2Þ;aL#2 SaL#2 ;aL#2 ðV
yÞaL#2 ;ðrL#1aL#1ÞB

rL
aL#1
¼

X

aL#2 ;aL#1

Wðr1 ;...;rL#3Þ;ðrL#2aL#2ÞB
rL#1
aL#2 ;aL#1

BrL
aL#1

¼ % % % ¼
X

a1 ;...;aL#1

Br1
a1

Br2
a1 ;a2
% % %BrL#1

aL#2 ;aL#1
BrL

aL#1
:

Here, we have reshaped ðV yÞaL#1 ;rL
into d column vectors BrL

aL#1
; ðV yÞðaL#2rL#1Þ;aL#1

into d matrices
BrL#1

aL#2 ;aL#1
, and so on, as well as multiplied U and S before reshaping into W at each step. The obvious

graphical representation is given in Fig. 7. We do not distinguish in the graphical representation be-
tween the A- and B-matrices to keep notation simple.

We obtain an MPS of the form

jwi ¼
X

r1 ;...;rL

Br1 Br2 % % %BrL#1 BrL jr1; . . . ;rLi; ð44Þ

where the B-matrices can be shown to have the same matrix dimension bounds as the A matrices and
also, from V yV ¼ I, to obey

X

r‘
Br‘Br‘y ¼ I; ð45Þ

such that we refer to them as right-normalized matrices. An MPS entirely built from such matrices we
call right-canonical.

Again, we can split the lattice into parts A and B, sites 1 through ‘ and ‘þ 1 through L, and intro-
duce states

ja‘iA ¼
X

r1 ;...;r‘
ðBr1 Br2 % % %Br‘ Þ1;a‘ jr1; . . . ;r‘i; ð46Þ

ja‘iB ¼
X

r‘þ1 ;...;rL

ðBr‘þ1 Br‘þ2 % % %BrL Þa‘ ;1jr‘þ1; . . . ;rLi; ð47Þ

Fig. 7. Graphical representation of an iterative construction of an exact MPS representation of an arbitrary quantum state by a
sequence of singular value decompositions, now starting from the right.
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such that the MPS can be written as

jwi ¼
X

a‘

ja‘iAja‘iB: ð48Þ

This pairing of states looks again tantalizingly close to a Schmidt decomposition of jwi, but this is again
not the case. The reason for this is that while this time the ja‘iB

! "
form an orthonormal set, the fja‘iAg

in general do not, as can be shown from the right-normality of the B-matrices.
Again, the right-normalized form can be obtained by a sequence of QR decompositions. The differ-

ence to the left-normalized form is that we do not QR-decompose W ¼ QR, but Wy ¼ QR, such that
W ¼ RyQ y. This leads directly to the right-normalization properties of the B-matrices, if we form them
from Q y. Let me make the first two steps explicit; we start from

cr1 ;...;rL ¼ Wðr1 ;...;rL$1Þ;rL ¼
X

aL$1

Ryðr1 ;...;rL$1Þ;aL$1
Q yaL$1 ;rL

¼
X

aL$1

Wðr1 ;...;rL$2Þ;ðrL$1aL$1ÞB
rL
aL$1 ;1

; ð49Þ

reshaping Ry into W; Q y into B, and continue by a QR decomposition of Wy as

cr1 ;...;rL ¼
X

aL$1 ;aL$2

Ryðr1 ;...;rL$2Þ;aL$2
Q yaL$2 ;ðrL$1aL$1ÞB

rL
aL$1 ;1

¼
X

aL$1 ;aL$2

Wðr1 ;...;rL$3Þ;ðrL$2aL$2ÞB
rL$1
aL$2 ;aL$1

BrL
aL$1 ;1

: ð50Þ

We have now obtained various different exact representations of jwi in the MPS form, which al-
ready indicates that the MPS representation of a state is not unique, a fact that we are going to exploit
later on.

(iii) Mixed-canonical matrix product state. We can also mix the decomposition of the state from the
left and from the right. Let us assume we did a decomposition from the left up to site ‘, such that

cr1 ;...;rL ¼
X

a‘

ðAr1 % % %Ar‘ Þa‘Sa‘ ;a‘ ðV
yÞa‘ ;ðr‘þ1 ;...;rLÞ: ð51Þ

We reshape V y as Wða‘r‘þ1 ;...;rL$1Þ;rL and carry out successive SVDs from the right as in the original
decomposition from the right, up to and including site r‘þ2; in the last SVD Uða‘r‘þ1Þ;a‘þ1 Sa‘þ1 ;a‘þ1 remains,
which we reshape to Br‘þ1

a‘a‘þ1
. Then we obtain

ðV yÞa‘ ;ðr‘þ1 ;...;rLÞ ¼
X

a‘þ1 ;...;aL$1

Br‘þ1
a‘ ;a‘þ1

% % %BrL
aL$1

: ð52Þ

All B-matrices are right-normalized. This is simply due to the SVD for sites ‘þ 2 through L; on site
‘þ 1, it follows from the property V yV ¼ I:

da‘ ;a0‘
¼
X

r‘þ1 ;...

ðV yÞa‘ ; r‘þ1 ;...;rLð ÞV ðr‘þ1 ;...;rLÞ;a0‘ ¼
X

r‘þ1 ;...

Br‘þ1 % % %BrL BrLy % % %Br‘þ1y

 !

a‘;a0‘

¼
X

r‘þ1

Br‘þ1 Br‘þ1y

 !

a‘;a0‘

;

where we use in the last line the right-normalization property of all the B-matrices on sites ‘þ 2; . . . ; L
to obtain the desired result.

We therefore end up with a decomposition

cr1 ;...;rL ¼ Ar1 % % %Ar‘SBr‘þ1 % % %BrL ; ð53Þ

which contains the singular values on the bond ð‘; ‘þ 1Þ and can be graphically represented as in
Fig. 8.

σ1 σL

Fig. 8. Graphical representation of an exact MPS obtained by a sequence of singular value decompositions, starting from the left
and right. The diamond represents the diagonal singular value matrix. Matrices to the left are left-normalized, to the right are
right-normalized.
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which implies a division by the diagonal elements of K½‘"1#. If in our SVD we keep only the non-zero
singular values, this is a mathematically valid operation, albeit potentially fraught with numerical dif-
ficulty. Ignoring this issue in this conceptual demonstration, we do arrive at a decomposition of the
desired form; in order to prove that it is indeed correct, we have to show that at each iteration we in-
deed obtain a Schmidt decomposition. But this is easy to see: The matrices to the left of any K½‘# can all
be grouped into (or rather, have been generated from) left-normalized A-matrices, which generate a
set of orthonormal states on the part of the lattice ranging from site 1 to ‘. On the right hand side
of any K½‘#, there is a matrix V y with orthonormal rows, which means that the states
ja‘iB ¼

P
r‘þ1 ;...

ðV yÞa‘ ;r‘þ1 ;...
jr‘þ1 ( ( (i are also orthonormal. Hence, the SVD giving K½‘# indeed leads to a va-

lid Schmidt decomposition.
An alternative way of obtaining this notation would be to carry out a standard left-normalized

decomposition, and store all singular value matrices generated (and previously discarded) as K½i#,
and to insert afterwards the identities K½i#ðK½i#Þ"1 between all neighbouring A-matrices Ari and Ariþ1 .
Then using Eq. (159) leads to the same result.

Similarly, starting the decomposition from the right using the right-normalization of B-matrices
the same state is obtained with a grouping

Br‘
a‘"1 ;a‘

¼ Cr‘
a‘"1 ;a‘

K½‘#a‘ ;a‘ ; ð160Þ

where for notational simplification for this and for the corresponding equation for the A-matrix, Eq.
(159), it is useful to introduce dummies K½0# and K½L# that are both scalar 1.

The groupings for A and B-matrices allow to reexpress the left- and right-normalization conditions
in the CK-language: The left-normalization condition reads

I ¼
X

ri

AriyAri ¼
X

ri

CriyK½i"1#yK½i"1#Cri ð161Þ

or, more compactly,
X

ri

Criyq½i"1#
B Cri ¼ I: ð162Þ

The right-normalization condition reads
X

ri

Criq½i#A Criy ¼ I: ð163Þ

Interestingly, Eqs. (162) and (163) also arise if we translate the density operator recursions Eqs. (119)
and (124) using Eqs. (159) and (160). A matrix product state in the form of Eq. (154) which meets the
constraints Eqs. (162) and (163) is called canonical.

Conversions between the AB-notation, the CK-notation and also the block-site notation of DMRG
are possible, albeit fraught with some numerical pitfalls.

Conversion CK! A;B: The conversion from CK! A;B is easy. If one introduces an additional dum-
my scalar K½0# ¼ 1 as a ‘‘matrix’’ to the very left of jwi, we can use the above defining Eq. (159) to group

K½0#Cr1
! "

K½1#Cr2
! "

K½2#Cr3
! "

( ( (! Ar1 Ar2 Ar3 ( ( ( ð164Þ

Λ[1] Λ[L-1]Λ[2]Γσ1 ΓσLΓσL−1Γσ2

A BΛA B B BA B

Fig. 30. Representation of an MPS in Vidal’s notation. Singular values remain explicit on bonds (diamonds). K sit on bonds, C on
sites. By construction, adjacent K and C can be contracted to A or B matrices, that are either left- or right-normalized. The state
can be trivially grouped into a string of A (giving orthonormal block states), a singular value matrix, and a string of B (giving
orthonormal block states).
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in general; but as we will see that the MPS representation of states is not unique anyways, this does
not matter.

4.1.3. Decomposition of arbitrary quantum states into MPS
Consider a lattice of L sites with d-dimensional local state spaces frig on sites i ¼ 1; . . . ; L. In fact,

while we will be naturally thinking of a one-dimensional lattice, the following also holds for a lattice
of arbitrary dimension on which sites have been numbered; however, MPS generated from states on
higher-dimensional lattices will not be manageable in numerical practice. The most general pure
quantum state on the lattice reads

jwi ¼
X

r1 ;...;rL

cr1 ;...;rL jr1; . . . ;rLi; ð30Þ

where we have exponentially many coefficients cr1 ;...;rL with quite oblique content in typical quantum
many-body problems. Let us assume that it is normalized. Can we find a notation that gives a more
local notion of the state (while preserving the quantum non-locality of the state)? Indeed, SVD allows
us to do just that. The result may look quite forbidding, but will be shown to relate profoundly to
familiar concepts of quantum physics. There are three ways of doing this that are of relevance to us.

(i) Left-canonical matrix product state. In a first step, we reshape the state vector with dL components
into a matrix W of dimension ðd$ dL%1Þ, where the coefficients are related as

Wr1 ;ðr2 ;...;rLÞ ¼ cr1 ;...;rL : ð31Þ

An SVD of W gives

cr1 ;...;rL ¼ Wr1 ;ðr2 ;...;rLÞ ¼
Xr1

a1

Ur1 ;a1 Sa1 ;a1 ðV
yÞa1 ;ðr2 ;...;rLÞ &

Xr1

a1

Ur1 ;a1 ca1r2 ;...;rL ; ð32Þ

where in the last equality S and V y have been multiplied and the resulting matrix has been reshaped
back into a vector. The rank is r1 6 d. We now decompose the matrix U into a collection of d row vec-
tors Ar1 with entries Ar1

a1
¼ Ur1 ;a1 . At the same time, we reshape ca1r2 ;...;rL into a matrix Wða1r2Þ;ðr3 ;...;rLÞ of

dimension ðr1d$ dL%2Þ, to give

cr1 ;...;rL ¼
Xr1

a1

Ar1
a1

Wða1r2Þ;ðr3 ;...;rLÞ: ð33Þ

W is subjected to an SVD, and we have

cr1 ;...;rL ¼
Xr1

a1

Xr2

a2

Ar1
a1

Uða1r2Þ;a2 Sa2 ;a2 ðV
yÞa2 ;ðr3 ;...;rLÞ ¼

Xr1

a1

Xr2

a2

Ar1
a1

Ar2
a1 ;a2

Wða2r3Þ;ðr4 ;...;rLÞ; ð34Þ

where we have replaced U by a set of d matrices Ar2 of dimension ðr1 $ r2Þ with entries
Ar2

a1 ;a2
¼ Uða1r2Þ;a2 and multiplied S and V y, to be reshaped into a matrix W of dimension ðr2d$ dL%3Þ,

where r2 6 r1d 6 d2. Upon further SVDs, we obtain

cr1 ;...;rL ¼
X

a1 ;...;aL%1

Ar1
a1

Ar2
a1 ;a2
' ' 'ArL1

aL%2 ;aL%1
ArL

aL%1
ð35Þ

or more compactly

cr1 ;...;rL ¼ Ar1 Ar2 ' ' 'ArL%1 ArL ; ð36Þ

where we have recognized the sums over a1; a2 and so forth as matrix multiplications. The last set of
matrices ArL in fact consists of column vectors. If we wish, dummy indices 1 may be introduced in the
first and last A to turn them into matrices, too. In any case, the (arbitrary) quantum state is now rep-
resented exactly in the form of a matrix product state:

jwi ¼
X

r1 ;...;rL

Ar1 Ar2 ' ' 'ArL%1 ArL jr1; . . . ;rLi: ð37Þ
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∑

α

Ui,αλα
(

V †)

α,j
(10)

U †U = 1, V V † = 1

|Ψ⟩ =
DA
∑

i=1

DB
∑

j=1

DB
∑

α

Ui,αλαV
∗
α,j |i⟩ ⊗ |j⟩ =

DB
∑

α

λα

(

DA
∑

i=1

Ui,α|i⟩

)

⊗

⎛

⎝

DB
∑

j

V ∗
α,j |j⟩

⎞

⎠ =
DB
∑

α

λα|α⟩A ⊗ |α⟩B . (11)
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α
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α
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2
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= Aσ1
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= Aσ2
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in general; but as we will see that the MPS representation of states is not unique anyways, this does
not matter.

4.1.3. Decomposition of arbitrary quantum states into MPS
Consider a lattice of L sites with d-dimensional local state spaces frig on sites i ¼ 1; . . . ; L. In fact,

while we will be naturally thinking of a one-dimensional lattice, the following also holds for a lattice
of arbitrary dimension on which sites have been numbered; however, MPS generated from states on
higher-dimensional lattices will not be manageable in numerical practice. The most general pure
quantum state on the lattice reads

jwi ¼
X

r1 ;...;rL

cr1 ;...;rL jr1; . . . ;rLi; ð30Þ

where we have exponentially many coefficients cr1 ;...;rL with quite oblique content in typical quantum
many-body problems. Let us assume that it is normalized. Can we find a notation that gives a more
local notion of the state (while preserving the quantum non-locality of the state)? Indeed, SVD allows
us to do just that. The result may look quite forbidding, but will be shown to relate profoundly to
familiar concepts of quantum physics. There are three ways of doing this that are of relevance to us.

(i) Left-canonical matrix product state. In a first step, we reshape the state vector with dL components
into a matrix W of dimension ðd$ dL%1Þ, where the coefficients are related as

Wr1 ;ðr2 ;...;rLÞ ¼ cr1 ;...;rL : ð31Þ

An SVD of W gives

cr1 ;...;rL ¼ Wr1 ;ðr2 ;...;rLÞ ¼
Xr1

a1

Ur1 ;a1 Sa1 ;a1 ðV
yÞa1 ;ðr2 ;...;rLÞ &

Xr1

a1

Ur1 ;a1 ca1r2 ;...;rL ; ð32Þ

where in the last equality S and V y have been multiplied and the resulting matrix has been reshaped
back into a vector. The rank is r1 6 d. We now decompose the matrix U into a collection of d row vec-
tors Ar1 with entries Ar1

a1
¼ Ur1 ;a1 . At the same time, we reshape ca1r2 ;...;rL into a matrix Wða1r2Þ;ðr3 ;...;rLÞ of

dimension ðr1d$ dL%2Þ, to give

cr1 ;...;rL ¼
Xr1

a1

Ar1
a1

Wða1r2Þ;ðr3 ;...;rLÞ: ð33Þ

W is subjected to an SVD, and we have

cr1 ;...;rL ¼
Xr1

a1

Xr2

a2

Ar1
a1

Uða1r2Þ;a2 Sa2 ;a2 ðV
yÞa2 ;ðr3 ;...;rLÞ ¼

Xr1

a1

Xr2

a2

Ar1
a1

Ar2
a1 ;a2

Wða2r3Þ;ðr4 ;...;rLÞ; ð34Þ

where we have replaced U by a set of d matrices Ar2 of dimension ðr1 $ r2Þ with entries
Ar2

a1 ;a2
¼ Uða1r2Þ;a2 and multiplied S and V y, to be reshaped into a matrix W of dimension ðr2d$ dL%3Þ,

where r2 6 r1d 6 d2. Upon further SVDs, we obtain

cr1 ;...;rL ¼
X

a1 ;...;aL%1

Ar1
a1

Ar2
a1 ;a2
' ' 'ArL1

aL%2 ;aL%1
ArL

aL%1
ð35Þ

or more compactly

cr1 ;...;rL ¼ Ar1 Ar2 ' ' 'ArL%1 ArL ; ð36Þ

where we have recognized the sums over a1; a2 and so forth as matrix multiplications. The last set of
matrices ArL in fact consists of column vectors. If we wish, dummy indices 1 may be introduced in the
first and last A to turn them into matrices, too. In any case, the (arbitrary) quantum state is now rep-
resented exactly in the form of a matrix product state:

jwi ¼
X

r1 ;...;rL

Ar1 Ar2 ' ' 'ArL%1 ArL jr1; . . . ;rLi: ð37Þ
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and

Choose to keep only the largest SV’s  Bond dimension

Let us study the properties of the A-matrices. The maximal dimensions of the matrices are reached
when for each SVD done the number of non-zero singular values is equal to the upper bound (the les-
ser of the dimensions of the matrix to be decomposed). Counting reveals that the dimensions may
maximally be ð1" dÞ; ðd" d2Þ; . . . ; ðdL=2$1 " dL=2Þ; ðdL=2 " dL=2$1Þ; . . . ; ðd2 " dÞ; ðd" 1Þ, going from the
first to the last site (I have assumed L even for simplicity here). This shows that in practical calcula-
tions it will usually be impossible to carry out this exact decomposition explicitly, as the matrix
dimensions blow up exponentially.

But there is more to it. Because at each SVD UyU ¼ I holds, the replacement of U by a set of Ar en-
tails the following relationship:

da‘ ;a0‘
¼
X

a‘$1r‘
ðUyÞa‘ ;ða‘$1r‘ÞUða‘$1r‘Þ;a0‘ ¼

X

a‘$1r‘
ðAr‘yÞa‘;a‘$1

Ar‘
a‘$1 ;a0‘

¼
X

r‘
ðAr‘yAr‘ Þa‘ ;a0‘

or, more succinctly,
X

r‘
Ar‘yAr‘ ¼ I: ð38Þ

Matrices that obey this condition we will refer to as left-normalized, matrix product states that consist
only of left-normalized matrices we will call left-canonical. In fact, a closer look reveals that on the last
site the condition may be technically violated, but as we will see once we calculate norms of MPS this
corresponds to the original state not being normalized to 1. Let us ignore this subtlety for the moment.

In view of the DMRG decomposition of the universe into blocks A and B it is instructive to split the
lattice into parts A and B, where A comprises sites 1 through ‘ and B sites ‘þ 1 through L. We may then
introduce states

ja‘iA ¼
X

r1 ;...;r‘
ðAr1 Ar2 ' ' 'Ar‘ Þ1;a‘ jr1; . . . ;r‘i; ð39Þ

ja‘iB ¼
X

r‘þ1 ;...;rL

ðAr‘þ1 Ar‘þ2 ' ' 'ArL Þa‘ ;1jr‘þ1; . . . ;rLi; ð40Þ

such that the MPS can be written as

jwi ¼
X

a‘

ja‘iAja‘iB: ð41Þ

This pairing of states looks tantalizingly close to a Schmidt decomposition of jwi, but this is not the
case. The reason for this is that while the fja‘iAg form an orthonormal set, the fja‘iBg in general do
not. This is an immediate consequence of the left-normality of the A-matrices. For part A we find

A a0‘ja‘
! "

A ¼
X

r1 ;...;r‘
ðAr1 ' ' 'Ar‘ Þ(1;a0

‘
ðAr1 ' ' 'Ar‘ Þ1;a‘ ¼

X

r1 ;...;r‘
ðAr1 ' ' 'Ar‘ Þya0

‘
;1ðA

r1 ' ' 'Ar‘ Þ1;a‘

¼
X

r1 ;...;r‘
ðAr‘y ' ' 'Ar1yAr1 ' ' 'Ar‘ Þa0

‘
;a‘ ¼ da0

‘
;a‘ ;

where we have iteratively carried out the sums over r1 through r‘ and used left-normality. On the
other hand, the same calculation for part B yields

Bha0‘ja‘iB ¼
X

r‘þ1 ;...;rL

ðAr‘þ1 ' ' 'ArLÞ(a0
‘
;1ðA

r‘þ1 ' ' 'ArL Þa‘ ;1 ¼
X

r‘þ1 ;...;rL

ðArLy ' ' 'Ar‘þ1yÞ1;a0
‘
ðAr‘þ1 ' ' 'ArLÞa‘;1

¼
X

r‘þ1 ;...;rL

ðAr‘þ1 ' ' 'ArL ArLy ' ' 'Ar‘þ1yÞa0
‘
;a‘ ;

which cannot be simplified further because in general
P

rArAry – I.
The change of representation of the state coefficients can also be represented graphically (Fig. 5).

Let us represent the coefficient cr1 ;...;rL as a black box (with rounded edges), where the physical indices
r1 through rL stick out vertically. The result after the first decomposition we represent as in the sec-
ond line, where we have on the left hand site an object representing Ar1

a1
, on the right ca1r2 ;...;rL . The

auxiliary degrees of freedom ða1Þ are represented by horizontal lines, and the rule is that connected

110 U. Schollwöck / Annals of Physics 326 (2011) 96–192



Matrix Product Operator

5

we turn to some technical details considering the repre-
sentation of the Hamiltonian in the algorithm in the next
section.

IV. EFFICIENT MPO CONSTRUCTION

A crucial element of the (i)DMRG method is the rep-
resentation of the Hamiltonian as a matrix product op-
erator (MPO).3,55,56 In this way, the operator acting on
the infinite system can be expressed by a finite number of
matrices that equals the number of sites in the iDMRG
unit cell. Here, we want to give a short pedagogical re-
view about the construction of general MPOs and subse-
quently present the structure of the MPO of the mixed
real and momentum space approach in some detail.

A. Finite state machines

Let us first consider a general operator acting on a
chain of length N as an introductory example. Suppose
the only terms are nearest neighbor couplings of the form

Ô =
X

i

⇣
Â

i

B̂
i+1 + B̂

i

Â
i+1

⌘
, (5)

then Ô reads in tensor product representation as

Ô = Â ⌦ B̂ ⌦ 1 ⌦ · · · ⌦ 1

+ 1 ⌦ Â ⌦ B̂ ⌦ 1 ⌦ · · · ⌦ 1 + · · ·
+ B̂ ⌦ Â ⌦ 1 ⌦ · · · ⌦ 1

+ 1 ⌦ B̂ ⌦ Â ⌦ 1 ⌦ · · · ⌦ 1 + · · ·

(6)

A pictorial way of writing down all summands of the op-
erator is the representation of Ô in terms of a finite state
machine (FSM).57 A finite state machine consists of a set
of states and a table of rules for transitions between the
states. An FSM can be depicted as a graph whose nodes
(vertices) represent states and whose directed edges cor-
respond to transitions between those states. Conven-
tionally, FSM are understood to be probabilistic, with
the various possible transitions out of a state weighted
probabilistically. Each transition of the FSM into a new
state has a corresponding action—for example appending
a character to string— so that by repeating sequentially
a probability distribution over strings is built up. For our
purposes these sequences will be taken in superposition,
generating the summands of our Hamiltonian. There-
fore, the Hamiltonian is the sum of all possible transition
paths generated by the FSM.

Here the transition on the ith iteration of the FSM will
place an operator on site i. A part of the FSM generating
the operator Ô is shown in the left illustration of Fig. 6
and is to be read as follows. We enter the FSM by start-
ing in a “ready” state labeled by R. From there, we follow
all paths given by transitions between states leading to

FIG. 6. Part of the FSM at sites i and i + 1 generating the
operator ˆO and MPO matrix for the matrix M [n] (8). The
letters R,A,B and F label the states of the FSM as well as
the rows/columns of the MPO matrix. Two paths of the FSM
producing the term ˆA

i

ˆB
i+1 +

ˆB
i

ˆA
i+1 are highlighted in red.

The gray rectangles indicate the six transitions in the FSM
that exactly correspond to the six non-zero entries of M .

the “final” state labeled by F . Each path represents one
tensor product term in Eq. (6). When taking a transition
between states, the operator which labels the transition
is added to the tensor product.

Let us now focus on a particular path generating the
term Â

i

B̂
i+1. It starts with a transition R ! R in which

the unit operator is added as the first term of the tensor
product. After going through i � 1 of these transitions,
the path jumps from R into the state A placing an op-
erator Â at the ith site, and then from A to F adding B̂
at site i + 1 to the product. From there on, it continues
with transitions F ! F adding unit operators until the
tensor product has a length of N operators. The result-
ing operator is 11 ⌦ · · · ⌦ 1

i�1 ⌦ Â
i

⌦ B̂
i+1 ⌦ 1

i+2 ⌦ · · ·
which is the desired term.

In Fig. 6 all transitions corresponding to the sites i
and i + 1 are depicted. The entire operator Ô is created
by taking a superposition of all paths in the FSM, cor-
responding to a sum of all tensor products. It is easy to
generalize the concept to an operator acting on an infi-
nite chain in which the R parts of the paths come from
�1 and the F parts of the paths go to 1. In this way,
we may obtain a translationally invariant depiction of the
FSM for any translationally invariant operator.

B. MPO

The representation of Ô as an FSM immediately leads
to its representation as an MPO. In the MPO formalism
an operator Ô acting on the length-N chain is written as

Ô =
X

a0,...,aN

~v left
a0

M [1]
a0a1

M [2]
a1a2

· · · M [N ]
a

N�1aN

~v right
a

N

. (7)

Each M [i]
aa

0 is a physical operator acting on site i, the
indices a, a0 range from 1 to D, where D is the number
of states in the FSM picture. Thus, it is convenient to
interpret M [i] as a matrix of operators on site i, in much
the same way a matrix is used to represent a FSM or
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i

B̂
i+1. It starts with a transition R ! R in which

the unit operator is added as the first term of the tensor
product. After going through i � 1 of these transitions,
the path jumps from R into the state A placing an op-
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the path jumps from R into the state A placing an op-
erator Â at the ith site, and then from A to F adding B̂
at site i + 1 to the product. From there on, it continues
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tensor product has a length of N operators. The result-
ing operator is 11 ⌦ · · · ⌦ 1

i�1 ⌦ Â
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i+2 ⌦ · · ·
which is the desired term.

In Fig. 6 all transitions corresponding to the sites i
and i + 1 are depicted. The entire operator Ô is created
by taking a superposition of all paths in the FSM, cor-
responding to a sum of all tensor products. It is easy to
generalize the concept to an operator acting on an infi-
nite chain in which the R parts of the paths come from
�1 and the F parts of the paths go to 1. In this way,
we may obtain a translationally invariant depiction of the
FSM for any translationally invariant operator.

B. MPO

The representation of Ô as an FSM immediately leads
to its representation as an MPO. In the MPO formalism
an operator Ô acting on the length-N chain is written as
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Each M [i]
aa

0 is a physical operator acting on site i, the
indices a, a0 range from 1 to D, where D is the number
of states in the FSM picture. Thus, it is convenient to
interpret M [i] as a matrix of operators on site i, in much
the same way a matrix is used to represent a FSM or

are going to build can all be shown to have good quantum numbers on the bonds, because they orig-
inate either from SVDs (e.g. for time evolutions) or from rules that involve operators with well-defined
changes of quantum numbers (e.g. for MPOs for Hamiltonians).

In fact, any operator can be brought into the form of Eq. (175), because it can be written as
bO ¼
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and we can decompose it like we did for an MPS, with the double index rir0i taking the role of the in-
dex ri in an MPS.

As for MPS, we have to ask how we operate with them and how they can be constructed in practice,
because the naive decomposition might be exponentially complex. As it turns out, most operations
run in perfect analogy to the MPS case.

5.1. Applying an MPO to an MPS

The application of a matrix product operator to a matrix product state runs as
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The beauty of an MPO is that it leaves the form of the MPS invariant, at the prize of an increase in
matrix size: the new MPS dimension is the product of that of the original MPS and that of the MPO
(Fig. 37).

The result can be summarized as j/i ¼ bOjwi with j/i an MPS built from matrices Nri with

Nri
ðbi%1 ;ai%1Þ;ðbi ;aiÞ

¼
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: ð177Þ
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σ´1 σ´L

(i) (ii) (iii)

Fig. 35. Elements of a matrix product operator: (i) a corner matrix operator W
½1'r1r01
1;b1

at the left end of the chain; (ii) a bulk
matrix operator W ½‘'r‘r0‘

b‘%1 ;b‘
; (iii) a corner operator W

½L'rLr0L
bL%1 ;1

at the right end: the physical indices points up and down, the matrix
indices are represented by horizontal lines.

σ

σ´

σ1 σL

σ´1 σ´L

Fig. 36. A matrix product operator acting on an entire chain: the horizontal matrix indices are contracted, and the MPO is ready
to be applied to an MPS by simple contraction of vertical (physical) indices.
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It is simple to compute local operator matrix elements with canonical states.

It turns out that this can be turned into a ground state algorithm much more efficient than imaginary
time evolution from some random state. In order to solve this problem, we introduce a Lagrangian
multiplier k, and extremize

hwjbHjwi! khwjwi: ð201Þ

In the end, jwi will be the desired ground state and k the ground state energy. The MPS network that
represents Eq. (201) is shown in Fig. 40.

The problem with this approach is that the variables (the matrix elements Mr
aa0 ) appear in the form

of products, making this a highly non-linear optimization problem. But it can be done iteratively, too,
and this is the idea that also drives DMRG: while keeping the matrices on all sites but one (‘) constant,
consider only the matrix entries Mr‘

a‘!1a‘ on site ‘ as variables. Then the variables appear in Eq. (201)
only in quadratic form, for which the determination of the extremum is a benign linear algebra prob-
lem. This will lower the energy, and find a variationally better state, but of course not the optimal one.
Now one continues to vary the matrix elements on another site for finding a state again lower in en-
ergy, moving through all sites multiple times, until the energy does not improve anymore.

Let us first consider the calculation of the overlap, while keeping the chosen Mr‘ explicit. We find

hwjwi ¼
X

r‘

X

a‘!1a‘

X

a0
‘!1a0

‘

WA
a‘!1 ;a0‘!1

Mr‘%
a‘!1 ;a‘

Mr‘
a0
‘!1 ;a

0
‘
WB

a‘ ;a0‘
; ð202Þ

where

WA
a‘!1 ;a0‘!1

¼
X

r1 ;...;r‘!1

ðMr‘!1y & & &Mr1yMr1 & & &Mr‘!1 Þa‘!1 ;a0‘!1
; ð203Þ

WB
a‘;a0‘
¼

X

r‘þ1 ;...;rL

ðMr‘þ1 & & &MrL MrLy & & &Mr‘þ1yÞa0
‘
;a‘ : ð204Þ

As is particularly clear in the graphical representation, for obtaining the last two expressions the same
rules about smart contracting apply as for overlaps; moreover, if we move through sites ‘ from neigh-
bour to neighbour, they can be updated iteratively, minimizing computational cost. In the case where
sites 1 through ‘! 1 are left-normalized and sites ‘þ 1 through L right-normalized, normalization
conditions lead to a further simplification, namely

WA
a‘!1 ;a0‘!1

¼ da‘!1 ;a0‘!1
WB

a‘a0‘
¼ da‘a0‘

: ð205Þ

Let us now consider hwjbHjwi, with bH in MPO language. Taking into account the analysis of bHjwi in
the last section, we can immediately write

hwjbHjwi ¼
X

r‘;r0‘

X

a0
‘!1a0

‘

X

a‘!1a‘

X

b‘!1 ;b‘

L
a‘!1 ;a0‘!1
b‘!1

Wr‘;r0‘
b‘!1 ;b‘

Ra‘;a0‘
b‘

Mr‘%
a‘!1 ;a‘

Mr0
‘

a0
‘!1 ;a

0
‘

ð206Þ

with L and R as defined before; how such an expression can be evaluated efficiently has been discussed
previously.

If we now take the extremum of Eq. (201) with respect to Mr‘%
a‘!1 ;a‘

we find
X

r0
‘

X

a0
‘!1a0

‘

X

b‘!1 ;b‘

L
a‘!1 ;a0‘!1
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Wr‘ ;r0‘
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a0
‘!1 ;a

0
‘
! k

X

a0
‘!1a0

‘

WA
a‘!1 ;a0‘!1

WB
a‘a0‘

Mr‘
a0
‘!1 ;a

0
‘
¼ 0: ð207Þ

Fig. 40. Network to be contracted to obtain the functional to be extremized to find the ground state and its energy. The left-
hand side represents the term hwjbHjwi, the right-hand side the squared norm hwjwi.
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MPO for the Thirring model Hamiltonian

5.3.5 MPO

For the later convenience, we can also add the chemical potential µ into our
penalty Hamiltonian.

H
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Therefore, the MPO of (48) is given by
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5.4 Fermion number, kink number and the total Sz

The kink number of the sine-Gordon model is defined by
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(51)

On the other hand, according to the bosonization rules,

 ̄�µ $ 1

2⇡
✏
µ⌫

@
⌫

� , (52)
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Practice of MPS for DMRG

• Reshape the free indices of this tensor to form a matrix  

• Obtain the lowest-lying eigenvector              . 

• Reshape 
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One step in a sweep of finite-size DMRG

But even if such a simplification does not occur, it turns out that MPOs with quite small dimensions
and moderate loss of accuracy can be found, either by approximating an arbitrary interaction function
JðrÞ by a sum of exponentials coded as above [71,100], minimizing the L2 distance kJðrÞ #
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r
i k in

ai; ki, where n is given by the DW and loss of accuracy one is willing to consider. Alternatively [73], one
can of course construct the exact MPO where feasible and compress it by adapting MPS compression
techniques to an acceptable DW (and loss of accuracy).

6.2. Applying a Hamiltonian MPO to a mixed canonical state

Let us consider jwi in the following mixed canonical representation, identical to the single-site
DMRG representation,
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All the beauty of the MPO formulation seems gone, but a graphical representation restores it (Fig. 38).
It can be understood most easily from the second or third line of the explicit expressions above: the

a -1

σ

σ ´

a ´a -1´

a

L

L

W R

Fig. 38. Representation of the DMRG expression ha‘#1r‘a‘ jbHja0‘#1r0‘a0‘i in MPO/MPS language. The Hamiltonian MPO is
contracted with four block state expansions in MPS form (two bras, two kets, two on block A, two on block B). The contracted
network decouples into parts L;W and R, corresponding to blocks A and B and the center site.
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Practice of MPS for DMRG

Tensor Network 101

● Matrix Product Operator (MPO)

● Density Matrix Renormalization Group (DMRG)

...=

Variationally optimize each site by minimizing the energy
site i

Michael Sekania (2011)

Heisenberg spin chain



Spin-spin correlators in the XY model



Recap: what do we expect?

• Compute                                  in the XY model. 

• High-T: 

• Low-T: 

• Phase transition at 
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Thirring sine-Gordon XY
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Thirring sine-Gordon XY
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The operator and the correlator5.6 Berezinskii-Kosterlitz-Thouless (BKT) correlators

The two-point correlation function of the XY model has the following sine-
Gordon representation
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( @
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where � is a smooth path connecting point a to b. In addition, we can fermionize
this string operator into the Thirring language as

e�(g+⇡)

R
b

a

dx1
¯

 �

1
 , (58)

and only concentrate on the one-dimensional lattice. Also, since we adopted
the Hamiltonian formalism, we would measure the correlators in the Minkowski
space,
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5.6.1 Discretization

We now discretize the lattice with the staggered fermion
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5.6.2 Jordan-Wigner transformation

The result can be further transformed into the spin
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where the identity
⇥�

S+

2i

S�
2i+1

� S+

2i+1

S�
2i

�

,
�

S+

2j

S�
2j+1

� S+

2j+1

S�
2j

�⇤

= 0 is used.

6 Results

6.1 Error analysis
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Results
Figure 20: The system size is 1000, with m

0

a = 0.0 and the bond dim 100.

Figure 21: The system size is 1000, with m
0

a = 0.5 and the bond dim 100.
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Figure 24: The system size is 1000, with m
0
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Figure 25: The system size is 1000, with m
0

a = 0.5 and the bond dim 100.
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Figure 28: The system size is 1000, with m
0

a = 0.0 and the bond dim 100.

Figure 29: The system size is 1000, with m
0

a = 0.5 and the bond dim 100.
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Remarks and outlook

• We constructed MPO and MPS for the Thirring model. 

• Promising exploratory results on the KT-phase transition.  
      Finite-size scaling analysis is desirable. 

• Better simulations: larger system size & bond dimension.  
      Precise determination of the K-T critical temperature. 

• Future: other aspects of topological phase transitions.  
      Real-time dynamics?


