
On the face of it, quantum effects and living organisms seem 
to occupy utterly different realms. The former are usually 
observed only on the nanometre scale, surrounded by hard 

vacuum, ultra-low temperatures and a tightly controlled laboratory 
environment. The latter inhabit a macroscopic world that is warm, 
messy and anything but controlled. A quantum phenomenon such as 
‘coherence’, in which the wave patterns of every part of a system stay in 
step, wouldn’t last a microsecond in the tumultuous realm of the cell. 

Or so everyone thought. But discoveries in recent years suggest that 
nature knows a few tricks that physicists don’t: coherent quantum pro-
cesses may well be ubiquitous in the natural world. Known or suspected 
examples range from the ability of birds to navigate using Earth’s mag-
netic field to the inner workings of photosynthesis — the process by 
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Quantum biology
Neill Lambert1*, Yueh-Nan Chen2, Yuan-Chung Cheng3, Che-Ming Li4, Guang-Yin Chen2

and Franco Nori1,5*

Recent evidence suggests that a variety of organisms may harness some of the unique features of quantum mechanics to gain
a biological advantage. These features go beyond trivial quantum effects and may include harnessing quantum coherence on
physiologically important timescales. In this brief review we summarize the latest results for non-trivial quantum effects in
photosynthetic light harvesting, avian magnetoreception and several other candidates for functional quantum biology. We
present both the evidence for and arguments against there being a functional role for quantum coherence in these systems.

Before the twentieth century, biology and physics rarely crossed
paths. Biological systems were often seen as too complex to be
penetrable with mathematical methods. After all, how could

a set of differential equations or physical principles shed light on
something as complex as a living being? In the early twentieth
century, with the advent of more powerful microscopes and
techniques, researchers began to delve more deeply into possible
physical and mathematical descriptions of microscopic biological
systems1. Some famous examples1–3 (among many) include Turing
patterns and morphogenesis, and Schrödinger’s lecture series and
book ‘What is Life?’, in which he predicted several of the functional
features of DNA. The pace of progress in this field is now rapid, and
many branches of physics andmathematics have found applications
in biology; from the statistical methods used in bioinformatics,
to the mechanical and factory-like properties observed at the
microscale within cells.

This progress leads naturally to the question: can quantum
mechanics play a role in biology? In many ways it is clear that it
already does. Every chemical process relies on quantummechanics3.
However, in many ways quantum mechanics is still a concept
alien to biology, especially on a scale that can have a physiological
impact4. Recent technological progress in physics in harnessing
quantum mechanics for information processing and encryption
puts the question in a different light: are there any biological systems
that use quantummechanics to perform a task that either cannot be
done classically, or can do that task more efficiently than even the
best classical equivalent? In other words, do some organisms take
advantage of quantum mechanics to gain an advantage over their
competitors?Many attempts to find examples of such phenomenon
have beenmet with fierce criticism by both physicists and biologists
(see, for example, refs 5,6). However, over the past decade a range
of experiments have suggested that there may be some cases in
which quantum mechanics is harnessed for a biological advantage.
In what form do these quantum effects usually appear? In quantum
information, arguably the most important quantum effect is that
quantum bits can exist in superpositions whereas classical bits
cannot. In quantum biology, the role of quantum effects can be
subtle and will be described for each system we discuss in this
review. However, we may consider a biological system that exploits
coherent superpositions of states for some practical purpose to be
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the clearest example of functional quantum biology. Some of the
systemswe discuss are thought to fit into this category, but not all.

Here we present a very brief overview of some of these cases in
which quantum effects may assist or enhance a biological function.
Our goal is to give a clear basic introduction to each system and to
outline in what way quantum coherence or other quantum effects
might be harnessed by this system. We also attempt to present
the latest evidence both for and against these quantum effects
actually being functional. We begin by discussing the observation
of quantum coherence (superpositions) at room temperature in
the transport of excitation energy through photosynthetic systems.
We briefly summarize the latest research about the role this
coherence might play in the efficiency of photosynthesis in bacteria
and plants. We then move onto an entirely different system: the
radical-pair model used to describe the magnetic sense of some
avian species. The evidence supporting the radical-pair model
is primarily based on behavioural experiments, although very
recent in vitro experiments7 on candidate radical pairs are in its
favour. The possibility that a macroscopic cognitive species could
respond to fundamentally quantum effects is fascinating, but a
cautious approach of course needs to be taken to fully verify
and understand this phenomenon. Finally, we will briefly discuss
several other biological functions inwhich quantummechanicsmay
play a vital but less direct role, including long-range tunnelling
of electrons through proteins and the rapid photoisomerization in
photoreceptors. Some of these last examples could be considered as
a class of quantum phenomena in biological systems that depends
only on trivial quantization and discrete energy levels, not on
quantum coherence. A brief list of selected works that demonstrate
quantumeffects in the exampleswe discuss here is shown inTable 1.

Quantum coherent energy transport in photosynthesis
Photosynthesis provides energy for almost all life on Earth. This
energy, in the form of photons, is absorbed by light-harvesting
antennas as an electronic excitation8,9. This excitation is then
transported from each antenna to a reaction centre where charge
separation creates more stable forms of chemical energy. The
precise biological structures and pigment constituents used, from
the antenna to the reaction centre and onwards, vary between
organisms9,10. For example, purple bacteria use highly symmetric
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Table 1 | Summary of a selection of the main experimental and theoretical works on functional quantum biology.

Biological system Reference

Photosynthesis Cryogenic-temperature quantum coherence 12,14

Ambient/room-temperature quantum coherence (FMO) 16

Ambient/room-temperature quantum coherence (algae) 15

Environment-assisted transport 19,26,27,29

Entanglement, tests of quantumness 48,49,103

Alternative views 46,47,51

Radical-pair magnetoreception Early proposals and evidence 60,66

Mathematical models 66,67

Indirect evidence (light dependence, magnetic field) 58,61,64,65,78,104

Experiments on radical pairs 7,71–73,105

Other examples Olfaction 92,93

Vision 97,99

Long-range electron transfer 81,82

Enzyme catalysis 84,85

ring-like structures for light harvesting11, whereas green plants
and cyanobacteria have photosystems with chlorophylls (light-
absorbing pigment molecules) that seem to be randomly arranged.
Moreover, most photosynthetic organisms use arrangements
of such chlorophyll molecules complexed with proteins, but
cyanobacteria and red algae use a unique chromophore called a
phycobillin. This diversity in light-harvesting apparatus reflects the
necessity for photosynthetic organisms to adapt in response to
different physiological conditions and natural habitats10. One of
the simplest and most well-studied examples is the light-harvesting
apparatus of green-sulphur bacteria (Fig. 1). These have a very
large chlorosome antenna that allows them to thrive in low-light
conditions. The energy collected by these chlorosomes is transferred
to the reaction centre through a specialized structure called the
Fenna–Matthews–Olson (FMO) complex. Owing to its relatively
small size and solubility in water, the FMO complex has attracted
much research attention and as a result has been well characterized.
What is remarkable is the observed efficiency of this and other
photosynthetic units. Almost every photon (nearly 100%) that is
absorbed is successfully transferred to the reaction centre, even
though the intermediate electronic excitations are very short-lived
(⇠1 ns). In 2007, Fleming and co-workers demonstrated evidence
for quantum coherent energy transfer in the FMO complex12, and
since then the FMO protein has been one of the main subjects of
research in quantum biology.

The FMO complex itself normally exists in a trimer of
three complexes, of which each complex consists of eight
bacteriochlorophyll a (BChl-a) molecules. These molecules are
bound to a protein scaffold, which is the primary source of
decoherence and noise, but which also may assist in protecting the
coherent excitations in the complex and play a role in promoting
high transport efficiency13. The complex is connected to the
chlorosome antenna through what is called a baseplate. Excitations
enter the complex from this baseplate, exciting one of the BChl
molecules into its first singlet excited state. The molecules are in
close proximity to one another (roughly 1.5 nm), enabling the
excitation energy to transfer from one BChl molecule to another,
until it reaches the reaction centre.

Quantum properties. As mentioned, direct evidence for the pres-
ence of quantum coherence over appreciable length scales and
timescales in the FMO complex was observed by Engel et al.12 in
2007. They presented the spectroscopic observation, at low tem-
perature (77K), of quantum coherent dynamics (that is, coherent
superpositions evolving in time) of an electronic excitation across
multiple pigments within the FMO complex. Since that time a huge

body of literature has arisen, and further experiments14–17 suggest
that the coherence is non-negligible even at room temperature,
for up to 300 fs. If quantum coherent dynamics are present at
room temperature in the FMO complex (and other parts of a
light-harvesting apparatus), what purpose does it serve? As we
will discuss in the next section, a higher transport efficiency18 is
the typical answer, and a large variety of theoretical models have
been employed to explain if, how and why nature uses quantum
coherence to move this electronic excitation through the FMO
complex19 more efficiently than classically possible. The closest
equivalent classical model against which one can compare such
quantum effects is the Förster model that treats the transfer of
the excitation between sites as an incoherent rate, and neglects
all coherences or superpositions between sites. One should also
note that the excitonic nature of the system, manifested in the co-
herent delocalization of photoexcitation among several molecular
sites, is also important and strongly influences the spectroscopic
properties and energy relaxation of the complex, which should be
discussed independently20–22.

At first the notion of observing quantum coherence at room
temperature in a biological system may be quite surprising.
However, even a naive comparison23,24 of the relevant energy scales
suggests that in fact quantum effects could be important in this case.
These energy scales are the environment’s temperature (⇠300K),
the coupling strength between the excitation in the FMO complex
and the protein environment (⇠100 cm�1) and the electronic
coupling strength that transfers the excitation between BChl
molecules (⇠100 cm�1). Precisely calculating or measuring the
energies and coupling strengths in a photosynthetic complex such as
FMOrequires a combination of spectroscopy and ab initio quantum
chemistry methods based on atomistic models23,24. Fortunately
FMO is one of themost well-studiedmodels, and generally speaking
both measurements and calculations of the coupling strengths and
energies agree quantitatively25.

Environment-assisted transport. One can argue that the goal of
the FMO complex is to maximize the efficiency of transporting a
single excitation from the BChl-a molecule nearest the antenna to
the BChl-a nearest the reaction centre (see Fig. 1). To this end,
apart from the energy and couplings mentioned earlier, there are
two other important timescales to be considered. One is the rate
at which the excitation leaves the target molecule and enters the
reaction centre (⇠1 ps). The other is the rate at which the excitation
in any of the BChl is lost owing to fluorescence relaxation (⇠1 ns).
It is this latter rate that the excitation must beat, in its race to
reach the reaction centre. Remarkably, the excitation is almost
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ABSTRACT:

The experimental observation of long-lived quantum coherences in the Fenna!Matthews!Olson (FMO) light-harvesting complex
at low temperatures has challenged general intuition in the field of complex molecular systems and provoked considerable
theoretical effort in search of explanations. Here we report on room-temperature calculations of the excited-state dynamics in FMO
using a combination of molecular dynamics simulations and electronic structure calculations. Thus we obtain trajectories for the
Hamiltonian of this system which contains time-dependent vertical excitation energies of the individual bacteriochlorophyll
molecules and their mutual electronic couplings. The distribution of energies and couplings is analyzed together with possible spatial
correlations. It is found that in contrast to frequent assumptions the site energy distribution is non-Gaussian. In a subsequent step,
averaged wave packet dynamics is used to determine the exciton dynamics in the system. Finally, with the time-dependent
Hamiltonian, linear and two-dimensional spectra are determined. The thus-obtained linear absorption line shape agrees well with
experimental observation and is largely determined by the non-Gaussian site energy distribution. The two-dimensional spectra are in
line with what one would expect by extrapolation of the experimental observations at lower temperatures and indicate almost total
loss of long-lived coherences.

’ INTRODUCTION

In photosynthesis the energy of sunlight is converted into
chemical energy. Light harvesting and charge separation are the
primary steps in this process. Specific pigment!protein aggre-
gates, the so-called light-harvesting (LH) complexes, have the
function of absorbing light and transporting the energy to the
photosynthetic reaction center (RC). Within the RC the excita-
tion is subsequently converted into charge separation.1 Many of
the structural and functional details of these protein complexes
have been elucidated already.2!4

One of the extensively studied LH systems is the Fenna!
Matthews!Olson (FMO) complex of green sulfur bacteria.5 For
the bacterium Prosthecochloris aestuarii, the crystal structure was
already solved three decades ago,6 the first time that this was
achieved for a pigment!protein complex. Meanwhile the structure

has been characterized at atomic resolution 1.9 Å.7 Recently, the
structure of the FMO complex of Chlorobaculum tepidum has been
determined as well.8 Under physiological conditions, the FMO
complex forms a homotrimer consisting of eight bacteriochloro-
phyll-a (BChl a) molecules per monomer. The existence of an
eighth BChl molecule in the structure of each monomer has been
shown only recently;8 many earlier studies refer to just seven BChls
per monomer. The biological function of the FMO trimer is to
transfer excitation energy from the chlorosome, i.e., the main LH
antenna system of green sulfur bacteria, to the RC, which is
embedded into the membrane.5 The optical properties of FMO
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experiment (0.37). We reproduce the presence of negative regions
(dashed contour lines in Fig. 1c, f) corresponding to excited-state
absorption to the two-exciton states, as well as the shape-contour
change around the central diagonal peak, that is, its horizontal
elongation towards region B. Some differences between experiment
and simulation also occur. First, the build-up of cross peak A is
slower in the simulations (Fig. 1f) than in experiment (Fig. 1c),
implying that the calculated rate of populating level 1 is too slow;
that is, the ratios of the amplitude of cross peak A to that of diagonal
peaks C and D in the experimental (theoretical) spectra at T ¼ 1 ps
are 2.07 (1.41) and 0.76 (0.48), respectively. Second, the experi-
mental cross peak near A (Fig. 1c) extends horizontally between
exciton states 2 and 5, whereas in the simulation (Fig. 1f) separate
peaks appear. This is at least partly the result of our limited
(40 cm21) qt-frequency resolution.

Nevertheless, considering the complexity of the physical system,
the agreement with the key 2D features is very promising. On the
basis of our model, we now analyse how the excitation propagates
between the different BChl molecules; that is, we follow the energy
transfer in space and time. First we consider the delocalization of the
exciton wavefunctions. Most excitons are delocalized mainly over
only one or two neighbouring BChl molecules. This is indicated by
the coloured shading in Fig. 2a. For example, excitons 3 and 7
(green, bold numbers) are both delocalized over the same BChls 1
and 2 (italic numbers). Second, from the exciton transfer-rate
matrix obtained with the modified Förster/Redfield theory we can
then identify the twomajor energy transport pathways shown by red
and green arrows. In terms of energy levels, the results are displayed
in Fig. 2b. An important factor for efficient energy transport is the
mutual wavefunction overlap between initial and final states.
Stronger overlap leads to faster transfer.

Consider first the ‘green’ pathway, starting with exciton 6 (on
BChls 5 and 6). Because of its strong wavefunction overlap with
exciton 5 (located on the same two pigments), the excitation is
transferred efficiently (green ellipse). From there, exciton 4 can be
reached, which in turn transfers to exciton 2 (again because of the
strong spatial overlap as both excitons 2 and 4 are located on BChls 4
and 7). Alternatively, exciton 2 is reached directly from exciton 5.
Note that in either case exciton 3 is not involved because it does not
have strong spatial overlap with exciton 4 or 5. From exciton 2, the
transport proceeds to exciton 1, and ultimately to the reaction
centre where it is turned into chemical energy. The second pathway
(red arrows) starts with exciton 7 and proceeds through excitons 3

and 2 to 1. Using similar arguments, it is clear that the good spatial
overlap between excitons 7 and 3 and the weak coupling of
corresponding BChls 1 and 2 to the remaining pigments prevents
energy transfer from exciton 7 to excitons 4, 5 or 6.We conclude that
the energy is not simply transferred stepwise down the energy ladder
as has been conjectured previously15,28. Instead, distinct pathways
emerge (Fig. 2b) in which some energetically intermediate states are
left out.
As illustrated by these findings, 2D femtosecond photon-echo

spectroscopy remedies the deficiency of conventional types of
spectroscopy in which only the evolutions of populations over
time can be determined directly, but not the mechanisms that
underlie these temporal changes. Thus we get detailed insight into
the driving force of biological light harvesting, and applications to
larger photosynthetic systems are possible. By noting that the
magnitudes of electronic couplings and exciton relaxation rates
are essentially dependent on the spatio-energetic distribution of
chromophores, analysis of the exciton delocalization pattern leads
to spatial information on the molecular scale. Hence, in general,
the combination of these fully self-consistent calculations and
experiments allows us to follow energy transport through space
and time with nanometre spatial resolution and femtosecond
temporal resolution. This methodology also opens the door to
similar investigations of electronic couplings and energy transport
in any photoactive assembly, macromolecule or other nanoscale
system. A

Methods
Experiment and data analysis
Our implementation of inherently phase-stabilized two-dimensional Fourier-transform
femtosecond spectroscopy for electronic transitions has been described in detail
elsewhere20,21. In brief, 50-fs, 805-nm, 3-kHz laser pulses from a home-built Ti:sapphire
regenerative-amplifier laser system are used for three-pulse photon-echo spectroscopy in a
diffractive-optic-based29,30 non-collinear four-wave mixing set-up with phase-matched
box geometry. Time delays are introduced with better than l/100 precision by movable
glass wedges, and passive interferometric phase stability is maintained over several
hours20,21. The third-order signal is completely characterized by spectral interferometry
with the help of a heterodyning local-oscillator pulse17. Automated subtraction of
scattering terms removes experimental artefacts caused by sample imperfections. To
resolve individual spectral features, we perform the experiment at low temperature (77 K)
in a liquid-nitrogen cryostat (Oxford Instruments).

For any given population time (waiting time) T, the coherence time t is scanned in 5-fs
steps from2440 fs toþ440 fs, moving excitation pulse 1 (2) in the second (first) half of the
scanning period. Spectral interferograms are recorded with a 16-bit, 100-pixel £ 1,340-
pixel, thermoelectrically cooled charge-coupled device camera (Princeton Instruments)
and a 0.3-m imaging spectrometer (Acton). These parameters lead to a spectral resolution
of 40 cm21 for qt and 2 cm21 for q t. The spot diameter at the sample position is 84mm
(1/e2 intensity level), and the excitation energy is 20 nJ per pulse for the 2D traces
shown. Repetitions with 30% of the laser power led to essentially the same results
within the experimental uncertainties (though at decreased signal-to-noise ratio). Data
analysis by Fourier transformation yields the desired 2D traces whose absolute phase is
obtained by means of the projection-slice theorem and comparison with separately
recorded spectrally resolved pump–probe data8,21. Each 2D trace is the average of three
separate scans.

The FMO complex of Chlorobium tepidumwas prepared in a buffer of 50mMTris HCl
at pH8.0 and 10mM sodium ascorbate10. To avoid cracking of samples at low
temperature, we used a water/glycerol (35:65 v/v) mixture between plastic windows
(thickness 0.3mm) with a 0.4mm optical path length. The optical density peak value was
0.37 at 77K. After each series of 2D scans for different population times, we repeated the
first of the scans in the same sample spot for comparison. This gave qualitatively the same
2D results within the experimental noise limits as those shown, and the absolute decrease
in 2D signal due to sample degradation was below 30%.

Theory and numerical simulations
The Frenkel exciton hamiltonian matrix elements, denoted by Hjk, were obtained by
simultaneously fitting to the absorption and time-resolved 2D photon-echo spectra. The
diagonal elements, Hjj, for BChl molecules j ¼ 1,…,7 (Fig. 2a), are 280, 420, 0, 175, 320,
360 and 260 cm21. The off-diagonal matrix elements are identical to those presented
previously14, except that H56 ¼ H65 was reduced to 40 cm21 because the corresponding
diagonal frequencies were readjusted in the present work. The general nonlinear response
functions were obtained3,22, but the Laplace (stationary-phase approximation) method was
used to calculate the corresponding 2D Fourier spectrum approximately. The site energy
fluctuation was assumed to be uncorrelated with those of other sites. The frequency–
frequency correlation function determining line broadening processes was expressed in
terms of an ohmic-type spectral density, that is, rðqÞ ¼ ðl="qcÞq21expð2q=qcÞ; where
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Figure 2 Exciton delocalization and energy transport. a, The FMO structural arrangement
of the seven BChl molecules (italic numbers) is overlaid qualitatively with the delocalization

patterns of the different excitons (coloured shading, bold numbers). Two main

photoexcitation transfer pathways are indicated by red and green arrows. b, The energy
transport is not just a simple process of stepwise energy decrease from one level to the

next level below; rather, intermediate states are left out if they have insufficient spatial

overlap with potential transfer partners.
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off-diagonal peaks

The real biological systems seem to be more 
complicated. Off-diagonal peaks show up!

transition dipoles, and nonlinear optical transitions involving two
different exciton states are allowed and produce off-diagonal peaks
even at T ¼ 0. The transitions above and below the diagonal involve
different one-exciton and two-exciton states, with correspondingly
different oscillator strengths. Accordingly, the cancellation between
bleaching/stimulated emission features and excited-state absorp-
tion features is different in the two half-planes, giving rise to the
stronger cross peaks below the diagonal. For cross peak A, the
system is in an electronic coherence state of the ground and fifth
excitonic states during t and of the lowest one-exciton and ground
states during t. This cross peak indicates that the BChl pigments that
make up excitons 1 and 5 are coupled; feature B shows the same for
excitons 2 and 5. The negative regions (dark blue in Fig. 1a) can be
attributed to two-exciton contributions, that is, excited-state
absorption.
The electronic couplings lead to energy transfer, which is

observed for population times T . 0. As an example, we show
two snapshots at T ¼ 200 fs (Fig. 1b) and T ¼ 1,000 fs (Fig. 1c).
With these 2D spectra, not only do we measure the population
evolution as in conventional pump–probe experiments, we also
follow the state-to-state energy transfer pathway. Between 200 and
1,000 fs, the amplitude of the lowest-energy diagonal peak increases
and the main diagonal peak (D) shifts to lower energies, indicating
a sizeable downward population transfer. The concentration of
features below the diagonal also indicates that ‘downhill’ transfer,
from higher to lower energies, dominates. The cross peaks in Fig. 1b,
c demonstrate the sensitivity of this method to pigment–pigment
interactions. Focusing on the two dominant off-diagonal peaks
near regions A and B, the 2D spectra show increasing amplitudes as

a function of waiting time T. This reveals, for example, the
relaxation from exciton states 4 and 5 to exciton state 2 (B) and
exciton state 1 (A) as a function of time. Other features can be
discussed qualitatively in an analogous fashion.

For quantitative simulations we use a Frenkel exciton hamil-
tonian with electronic coupling constants and site energies obtained
by fitting the resulting absorption and 2D spectra. A single ohmic
spectral density (representing the chromophore–bath coupling-
strength distribution) and modified Förster/Redfield theory26,27

are employed for fully self-consistent calculations of the exciton
transfer rates, the linear absorption spectrum (Fig. 1d, dashed black
line) and the time-dependent 2D spectra (Fig. 1e, f). By using
modified Förster/Redfield theory, we can self-consistently describe
the excited states as either localized or delocalized (excitonic)
depending on the magnitude of the coupling constants27. Most of
the exciton states are delocalized over two or three molecules, but
the lowest exciton is essentially localized on BChl 3 (refs 14, 28). The
transport of excitation is treated as reversible; finite temperature
and detailed balance are correctly incorporated. The comparison
between experiment and theory shows that the positions of the
peaks in the 2D frequency space are reproduced. In addition, the
relative timescales associated with the appearance/disappearance of
the specific features are also well described. For example, in both
theory and experiment the amplitudes in cross peaks A and B
increase with population time T as a result of downhill energy
transfer. The experimental (and theoretical) ratios of the amplitude
of cross peak B to diagonal peaks C andD at T ¼ 1 ps are 1.49 (1.45)
and 0.55 (0.5), respectively. The calculated relative amplitude of
diagonal peak C to D (0.34) at T ¼ 1 ps is also close to that from

Figure 1 Experimental and theoretical spectra (real parts) of the FMO complex from

Chlorobium tepidum at 77 K. a–c, The experimental 2D spectra (upper three panels) are

shown for population times T ¼ 0 fs (a), T ¼ 200 fs (b) and T ¼ 1,000 fs (c). Contour
lines are drawn in 10% intervals at^5%,^15%,…,^95% of the peak amplitude, with

solid lines representing positive contributions (‘more light’) and dashed lines negative

features. Horizontal and vertical grid lines indicate exciton levels 1–7 as labelled. d, The

experimental linear absorption spectrum (solid black) is reproduced by theory (dashed

black), with individual exciton contributions as shown (dashed–dotted green). The laser

spectrum used in the 2D experiments (red) covers all transition frequencies.

e, f, Simulations of 2D spectra are shown for T ¼ 200 fs (e) and T ¼ 1,000 fs (f ).
Off-diagonal features such as those labelled A and B are indicators of electronic coupling

and energy transport; they are discussed in more detail in the text.
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three-pulse pump-probe

Engel et al. have demonstrated using two-
dimensional (2D) electronic spectroscopy that
surprisingly long-lived (>660 fs) quantum coher-
ences between excitonic states play an important
role in the dynamics of energy transfer in pho-
tosynthetic complexes—i.e., the energy transfer
is described by wavelike coherent motion instead
of incoherent hopping (4).

To understand the origins of such long-lived
coherences and the role of the protein matrix in
its preservation, an experiment specifically de-
signed to monitor electronic coherences between
excited states is required. Here, we describe a
two-color electronic coherence photon echo ex-
periment (2CECPE) that produces a direct probe
of electronic coherences between two exciton
states. We applied the method to the coherence
between bacteriopheophytin and accessory bac-
teriochlorophyll in the purple bacteria reaction
center (RC). The measurement quantifies
dephasing dynamics in the system and provides
strong evidence that the collective long-range
electrostatic response of the protein environment
to the electronic excitations is responsible for the
long-lasting quantum coherence. In other words,
the protein environment protects electronic
coherences and plays a role in the optimization
of excitation energy transfer in photosynthetic
complexes.

The RC from the photosynthetic purple bac-
terium Rhodobacter sphaeroides includes a
bacteriochlorophyll dimer called the special pair
(P) in the center, an accessory bacteriochlo-
rophyll flanking P on each side (BChl; BL and
BM, for the L and M peptides, respectively), and
a bacteriopheophytin (BPhy; HL and HM for the
L and M peptides, respectively) next to each
BChl (5). (We use H and B to denote excitonic
states whose major contributions are from
monomeric BPhy and accessory BChl in the
RC, respectively.) In addition to electron trans-
fer with near-unity efficiency (6), energy trans-
fer occurs between the excitonically coupled
chromophores—for example, from H to B in
about 100 fs and from B to P in about 150 fs—in
the isolated RC (7–10). In our experiments, the
primary electron donor (P) is chemically oxidized
by K3Fe(CN)6 (11), which blocks electron trans-
fer from P to HL, but does not affect the dy-
namics of energy transfer (8). This modification
eliminates interference from the charge-transfer
dynamics. The absorption spectrum of the P-
oxidized RC at 77 K (Fig. 1A) shows the H band
at 750 nm and the B band at 800 nm.

In our 2CECPE (11) (Fig. 1B), three ~40-fs
laser pulses interact with the sample and generate
a signal field in the phase-matched direction ks.
The first two pulses have different colors and are
respectively tuned for resonant excitation of the
H transition at 750 nm and the B transition at
800 nm (Fig. 1A). This is different from
conventional two-color three-pulse photon echo
technique in which the first two pulses have the
same color (12). In our experiment, the first
pulse (750 nm) creates an optical coherence

(electronic superposition) between the ground
state and the H excitonic state (|g〉〈H| coherence).
The coherence evolves for time delay t1 until the
second pulse (800 nm) interacts with the sample
to form a coherence between B and H (|B〉〈H|
coherence) that evolves for a time t2. Finally, the
third pulse (750 nm) interacts with the system to
generate a photon echo signal if, and only if, B
and H are mixed. The integrated intensity of the
echo signal is recorded at different delay times t1
and t2. The central idea of the experiment is that if
two chromophores are coupled and create two
exciton bands (H and B in this case) in the ab-
sorption spectrum, then excitation resonant with
one transition (|g〉→|H〉), followed by excitation
resonant with the other (|g〉→|B〉) converts the
initial coherence (|g〉〈H|) into a coherence of the
two exciton bands (|B〉〈H|). This experiment is
distinct from conventional two-color three-pulse
photon echo measurements because different
colors in the first two pulses are used to optically
select the contributions to the third-order re-
sponse function that arise from coherence path-
ways involving electronic superposition between
two exciton states in the t2 period. Because the
system is in a coherence state in time t2, popu-
lation dynamics only contribute to dephasing and
do not generate additional echo signals; therefore,
this technique is specifically sensitive to the co-
herence dynamics and provides a probe for the
protein environment of the chromophores. A
similar pulse ordering was applied in dual-
frequency 2D infrared spectroscopy to study
vibrational coherence transfer and mode cou-
plings (13, 14).

The 2CECPE signals for the RC as a function
of t1 and t2 measured at 77 K and 180 K are
shown in Fig. 2, A and B, respectively. These
figures provide a 2D representation of the sys-
tem, which propagates as a |g〉〈H| coherence dur-
ing the t1 period and as a |B〉〈H| coherence during
the t2 period. The result is a map showing the
dephasing dynamics of the |g〉〈H| coherence
along the t1 axis and the dynamics of the |B〉〈H|
coherence along the t2 axis. Clearly, the decay of
the |g〉〈H| coherence is much faster than the de-
cay of the |B〉〈H| coherence. Moreover, following
the black curve that connects the maximum of
integrated echo signal at fixed t2, we see that the
signals exhibit a sawtooth-shaped beating pattern
that persists for longer than t2 > 400 fs. This
oscillatory behavior is not from excitonic beating,
given that we detect signal intensities in which
the oscillatory phase factor vanishes; instead, this
beating indicates electronic coupling to vibra-
tional modes. Notably, the pattern is also pe-
culiarly slanted along the antidiagonal direction;
this slant arises because the vibrational coher-
ence is induced by the first laser pulse and prop-
agates in time t1 + t2, making the peaks of the
beats parallel to the antidiagonal (t1 + t2 is fixed).
The signals show substantial peak shift [i.e.,
shift from t1 = 0 (12)], indicating correlation of
the excitation energies between the H and B
transitions (12).

To analyze the |B〉〈H| coherence dynamics,
we plotted the integrated signal at t1 = 30 fs
(across the maxima of the first beat) as a function
of t2 (Fig. 3). Clearly, the dephasing is enhanced
at higher temperature, as expected. The decay of
the echo signal as a function of t2 is not de-
scribed by a single exponential decay because of
its highly non-Markovian nature and the vibration-
al modulation. A Gaussian-cosine fit of the signal
shows that the main component of the coherence
signal decays with a Gaussian decay time (tg) of
440 and 310 fs at 77 and 180 K, respectively
(eq. S1 and fig. S1). These dephasing times are
substantially longer than the experimentally
estimated excitation energy transfer time scale
of about 250 fs from H to B to P+ (8). The
surprisingly long-lived |B〉〈H| coherence indi-
cates that the excitation energy transfer in the
RC cannot be described by Förster theory, which
neglects the coherence between donor and accep-
tor states (15). In addition, the decay of the |g〉〈H|
coherence is much faster than the decay of the
|B〉〈H| coherence. Considering that the dephasing
of the |g〉〈H| coherence is caused by the transition
energy fluctuations on H, whereas the dephasing
of the |B〉〈H| coherence is due to the fluctuations
on the gap between H and B transition energies,
the transition energy fluctuations on B and H
must be strongly correlated, because in-phase
energy fluctuations do not destroy coherence.
Such a strong correlation can arise for two
possible reasons: strong electronic coupling
between B and H and/or strong correlation be-
tween nuclear modes that modulate transition
frequency fluctuations of localized BChl and
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Fig. 1. The 2CECPE experiment. (A) The 77 K
absorption spectrum (black) of the P-oxidized
RC from the photosynthetic purple bacterium
R. sphaeroides and the spectral profiles of the
~40-fs laser pulses (blue, 750 nm; red, 800 nm)
used in the experiment. (B) The pulse sequence
for the 2CECPE experiment. We detect the in-
tegrated intensity in the phase-matched direc-
tion ks = –k1 + k2 + k3. a.u., arbitrary units.
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Three-pulse pump-probe: 
The first two pulses pump and 
entangled two excitonic states 
and the third one probe the 

entangled dynamics. 



quantum coherence
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BPhy excitations. Our theoretical analysis found
that strong electronic coupling alone cannot re-
produce the sawtooth pattern and a dephasing
time as long as that observed (11). Instead, cross-
correlation between nuclear modes modulating
the energy levels of localized BChl and BPhy
excitations is required.

We modeled the 2CECPE signals using im-
pulsive limit third-order response functions for a
coupled heterodimer based on the transition fre-
quency correlation functions for each localized
excitation (11, 16). The model correlation func-
tions contain a sum of a Gaussian component
representing solvent reorganization and a con-
stant term representing the inhomogeneous static
contribution:

CiðtÞ ¼ 〈Dw2
i 〉expð−t

2=t2i Þ þ D2
i ð1Þ

where 〈Dw2〉1/2 is the fluctuation amplitude that is
determined by the reorganization energy l, t is
the bath relaxation time, D is the standard de-
viation of Gaussian static distribution, and i = h,
b, and hb denote the localized BPhy, BChl exci-
tations, and the cross-correlation between them,
respectively. For Ch(t) and Cb(t), we adopted
parameters established by previous photon echo
experiments on the neutral RC and by quantum
chemistry calculations (17–20). For simplicity,
we used a single coefficient c to describe the
cross-correlation and assumelhb ¼ c ⋅

ffiffiffiffiffiffiffiffiffi
lhlb

p
and

D2
hb ¼ c ⋅ DhDb. The cross-correlation coefficient

c represents the extent to which nuclear motions
modulating the transition frequencies of localized
BPhy and BChl excitations are correlated with

each other. With c = 0.9 and the addition of a
vibrational mode coupled to the localized BPhy
excitation (w = 250 cm−1; Huang-Rhys factor S =
0.4; damping time > 0.6 ps; phase shift 0.28 rad),
the model semiquantitatively reproduces the
measurements at 77 and 180 K simultaneously;
a c value of 0.6 substantially diminishes agree-
ment with experiment (Figs. 2 and 3). Adding
more terms to the model correlation functions
improves the fit to experiments, but does not
change any conclusions.

A c value near unity implies that nuclear
modes coupled to H and B exhibit almost iden-
tical motions immediately after excitation. In
other words, the two chromophores, H and B, are
effectively embedded in the same protein envi-
ronment and feel a similar short-time Gaussian
component of their energy-level fluctuations.
Most likely, this short-time component is the
electrostatic response of the protein environment
to the electronic excitations. Molecular dynamics
simulations of the RC support this conclusion
and show that interactions with the solvent en-
vironment (protein and water), rather than the
intramolecular contributions, dominate the tran-
sition energy fluctuations of the P dimer excited
state (21).

Theories for excitation energy transfer in
pigment-protein complexes usually assume an
independent bath for each of the individual chro-
mophores (1–3, 15, 22, 23). However, our result
suggests that in densely packed pigment-protein
complexes, the assumption of independent bath
environments for each site is not correct. Indeed,
a previous molecular dynamics simulation on the

RC of Rhodopseudomonas viridis also showed
that nuclear motions of adjacent chromophores
are strongly correlated (24). Given that closely
packed pigment-protein complexes are a ubiqui-
tous configuration for efficient energy harvesting
and trapping in photosynthetic organisms, the
long-range correlated fluctuations indicated by
our results are unlikely to be unique.

What are the likely consequences of long-
lived electronic coherence in the RC? First, such
coherence enables the excitation to move rapidly
and reversibly in space, allowing a very efficient
search for the energetic trap, in this case the
primary electron donor, P. The almost complete
correlation of theH andB fluctuations (on the few
hundred–femtosecond time scale) and the likely
significant correlation of the fluctuations of both
exciton states of Pwith those of Bwill also enable
bath-induced coherence transfers between the
various pairs of excitons (25–27). We suggest that
the overall effect of the protection of electronic
coherence is to substantially enhance the energy
transfer efficiency for a given set of electronic
couplings over that obtainable when electronic
dephasing is fast compared with transfer times.

It will be important to confirm this proposal
by carrying out experiments similar to the one
described here, but with excitation wavelengths
resonant with B and P and with H and P. The
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Fig. 3. Integrated echo signals as a function of
t2 at t1 = 30 fs. Because the system evolves as a
coherence between the H and B excitons during
the t2 period, this plot represents the dephasing
dynamics of the |B〉〈H| coherence. Measurements
at 77 K (A) and 180 K (B) are shown in solid circles,
and the theoretical curves are shown in red (c =
0.9) or blue (c = 0.6) lines. a.u., arbitrary units.

Fig. 2. Two-dimensional maps of experimental (A and B) and simulated (C and D) integrated echo
signals as a function of the two delay times, t1 and t2, from the RC. The black lines follow the
maximum of the echo signal at a given t2. The data at t2 < 75 fs are not shown because the
conventional two-color three-pulse photon echo signal (750-750-800 nm) overwhelms the 2CECPE
signal in this region, due to the pulse overlap effect.
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without K (fig. S4). This is another indication of
NEA because K deposition onto a positive elec-
tron affinity semiconductor will lead to a shift of
the low–kinetic energy cutoff and strong enhance-
ment of the secondary electron background.

On a typical NEA surface, electrons excited
into unoccupied states relax to the bottom of the
conduction band as a result of inelastic scatter-
ing, a process normally referred to as the second-
ary cascade. A number of secondary electrons
will then accumulate at the bottom of the con-
duction band. For a surface with positive elec-
tron affinity (as occurs in almost all untreated
semiconductor surfaces), these accumulated elec-
trons cannot escape. For an NEA surface, these
accumulated electrons can be emitted directly be-
cause the vacuum level lies below the bottom of
conduction band. As a result, a peak will be ob-
served at the low–kinetic energy threshold in PES
(4, 17–19, 23, 24).

However, on diamondoid SAMsurfaces, there
is only a single layer of diamondoid molecules.
The detailed mechanism responsible for the high-
ly monochromatic emission is unknown at this
stage. Naïvely, one may consider that photoex-
cited electrons lose energy by creating phonons in
the molecules, but this would likely lead to the
destruction of the molecules. A plausible scenario
is that most of the photoexcited electrons come
from the substrate. These electrons first thermalize
in the metal, producing many more low-energy
electrons. Electrons with energies above the
diamondoid conduction-band minimum may get
transferred to diamondoid molecules, reach the
bottom of the conduction band by creating
phonons, and get emitted. This proposal is shown
schematically in Fig. 4. Another difference be-
tween our results and those of other typical NEA
systems (4, 17–19, 23, 24) is that our data show a
spike in the spectra rather an exponential rise of
the secondary tail toward the threshold, suggesting
that a single energy level, resulting from the mo-
lecular nature of nanometer-sized diamondoids,
and/or a strong resonance process are involved.

Our results suggest that diamondoid mono-
layers may have promising utility. Not only can
functionalized diamondoids be easily grown into
large area SAMs with NEA properties, they also
naturally circumvent the long-standing electron-
conductivity issues encountered forwide-gap bulk
NEA semiconductors (4, 26). On a diamondoid
SAM surface, electron conduction from the elec-
tron reservoir (metal substrates) to the emission
surface is through a single molecule, which suc-
cessfully avoids the low-conductivity problem
and enhances the electron emission. Additional-
ly, the possibility of different functionalizations
(3, 4) allows one to optimize the NEA and other
properties of diamondoids. Althoughmany techni-
cal issues need to be addressed before diamondoid
SAMs can be used as electron emitters, diamond-
oids provide intrinsic advantages over bulk
materials because of their special molecular
characteristics—for example, narrow energy dis-
tribution of the electronic states.
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Coherence Dynamics in
Photosynthesis: Protein Protection
of Excitonic Coherence
Hohjai Lee, Yuan-Chung Cheng, Graham R. Fleming*

The role of quantum coherence in promoting the efficiency of the initial stages of photosynthesis
is an open and intriguing question. We performed a two-color photon echo experiment on a
bacterial reaction center that enabled direct visualization of the coherence dynamics in the
reaction center. The data revealed long-lasting coherence between two electronic states that are
formed by mixing of the bacteriopheophytin and accessory bacteriochlorophyll excited states.
This coherence can only be explained by strong correlation between the protein-induced
fluctuations in the transition energy of neighboring chromophores. Our results suggest that
correlated protein environments preserve electronic coherence in photosynthetic complexes and
allow the excitation to move coherently in space, enabling highly efficient energy harvesting and
trapping in photosynthesis.

Highly efficient solar energy harvesting
and trapping in photosynthesis relies on
sophisticated molecular machinery built

from pigment-protein complexes (1, 2). Although
the pathways and time scales of excitation energy

transfers within and among these photosynthetic
complexes are well studied, less is known about
the precise mechanism responsible for the energy
transfer. In particular, to what extent quantum
coherence contributes to the efficiency of energy
transfer is largely unknown. Only recently have
nonlinear optical spectroscopy and theoretical
modeling started to reveal that coherences
between electronic excitonic states can have a
substantial impact on excitation energy transfer
in photosynthetic systems (2–4). For example,

Department of Chemistry and QB3 Institute, University
of California, Berkeley and Physical Bioscience Division,
Lawrence Berkeley National Laboratory, Berkeley, CA
94720, USA.

*To whom correspondence should be addressed. E-mail:
GRFleming@lbl.gov

8 JUNE 2007 VOL 316 SCIENCE www.sciencemag.org1462

REPORTS

 o
n 

Ju
ly

 5
, 2

01
2

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fro

m
 

So, quantum coherence is 
detected in FMO complex 

by pump-probe photon 
echo experiment.

Science 316, 1462 (2007)



at ambient temp
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Now observed at 
room temperature!

Nature 463, 644 (2010)
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how do we smell?
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odorant receptors
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Linda Buck and Richard Axel 
discovered olfactory receptors in 1991.



olfaction 
pathway
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• Odorant molecules bind 
to receptors

• Olfactory receptor cells 
are activated

• Signals are relayed in 
glomerulus

• Final processing in  higher 
regions of the brain

Nature	413,	211	(2001)



many, many receptors...

17

This number of genes specific to the olfactory system is 
about 3% of our whole genome, second only to those of 

the immune system.

It is now known that there 
are about 350 functional 

odorant receptors in human 
being and twice more for all 
(including inactive) odorant 

receptors.



neuron activation
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past five years16,17. These elusive receptors number at least 60 in the
adult fly, with additional chemosensory receptors in the larva. They
bear no homology to vertebrate ORs, and indeed have very little 
similarity with each other. Their classification as a family relies on a
mildly conserved region in the seventh transmembrane domain and
their common expression in olfactory tissues. They do share, with the
vertebrate ORs, the unfortunate attribute of not expressing function-
ally in heterologous expression systems. Thus no DOR has been
paired definitively with a cognate ligand. However, it seems that the
Drosophila system is organized along the lines of the vertebrate 
system18, with each sensory neuron expressing only a single OR (with
one curious exception, a single receptor that is also expressed in 
nearly every OSN), and all cells expressing the same receptor contact-
ing a single glomerulus in the antennal lobe (a structure analogous to
the olfactory bulb). 

Because the fly is structurally more stereotypical, it is possible to
map odour sensitivity across an antenna, and there are patterns of
sensitivity that suggest a tight control on how receptors are expressed.
With its similarity to the vertebrate system, its numerically simpler
receptor repertoire and its genetic tractability, the Drosophila
olfactory system should be very useful for investigating crucial issues
of gene regulation, axon targeting and stimulus coding. And the
potential value of utilizing insect olfaction as part of an integrated
pest management strategy should not be overlooked. With the fly as a
model, identification of receptors in insects that have prominent
roles in agriculture and public health may lead to the discovery of
repellents and attractants that can alter insect behaviour, without the
disagreeable side effects of neurotoxic insecticides.

Signal transduction
Once the receptor has bound an odour molecule, a cascade of events
is initiated that transforms the chemical energy of binding into a
neural signal (that is, a change in the membrane potential of the
OSN). Although still obscure in invertebrates, this process is now
generally well understood in mammals and other vertebrates (Fig. 3).

The ligand-bound receptor activates a G protein (an olfactory-
specific subtype, Golf), which in turn activates an adenylyl cyclase
(ACIII). The cyclase converts the abundant intracellular molecule
ATP into cyclic AMP, a molecule that has numerous signalling roles
in cells. In the case of OSNs the cAMP binds to the intracellular face of
an ion channel (a cyclic nucleotide-gated (CNG) channel closely
related to that found in photoreceptors; see review in this issue by
Hardie and Raghu, pages 186–193), enabling it to conduct cations
such as Na+ and Ca2+ (ref. 19). Inactive OSNs normally maintain a
resting voltage across their plasma membrane of about –65 mV
(inside with respect to outside). When the CNG channels open, the
influx of Na+ and Ca2+ ions causes the inside of the cell to become less
negative. If enough channels are open for long enough, causing the

membrane potential to become about 20 mV less negative, the cell
reaches threshold and generates an action potential. The action
potential is then propagated along the axon, which crosses through a
thin bone known as the cribiform plate, and into the forebrain where
it synapses with second-order neurons in the olfactory bulb. Geneti-
cally altered mice in which various components of this transduction
cascade have been deleted (Golf, ACIII and most notably the CNG
channel20–22) indicate that the cAMP pathway is the common 
pathway for all OSNs; involvement of other second messengers in
modulatory roles awaits conclusive proof.

The second-messenger cascade of enzymes provides amplifica-
tion and integration of odour-binding events. One membrane 
receptor activated by a bound odour can in turn activate tens of G
proteins, each of which will activate a cyclase molecule capable of
producing about a thousand molecules of cAMP per second. Three
cAMP molecules are required to open a channel, but hundreds of
thousands of ions can cross the membrane through a single open
channel. It seems that a single odour molecule can produce a measur-
able electrical event in an OSN (although probably not a perceivable
event in the brain) and just a few channels opening together could
pass sufficient current to induce action-potential generation23,24.

Appended to this pathway is an additional, and somewhat unique,
amplification mechanism in OSNs. The calcium ions entering
through the CNG channel are able to activate another ion channel
that is permeable to the negatively charged chloride ion25. Neuronal
Cl! channels normally mediate inhibitory responses, as Cl! ions
tend to be distributed in such a way that they will enter the cell
through an open channel. But OSNs maintain an unusually high
intracellular Cl! concentration (presumably by the action of a 
membrane pump) such that there is a Cl! efflux when these channels
are activated. Left behind is a net positive charge on the membrane
that further depolarizes the cells, thus adding to the excitatory
response magnitude. This is an interesting evolutionary adaptation
to the fact that the olfactory cilia reside in the mucus, outside the body
proper, and where the concentrations of ions are not as well regulated
as they are in normal interstitial compartments26,27. Thus the OSN
maintains its own Cl! battery, in case the Na+ gradient in the 
mucus is insufficient to support a threshold current, and uses it to
boost the response. 

Calcium ions entering through the CNG channels are also impor-
tant in response adaptation through a negative feedback pathway
involving the ion channel28. As intracellular calcium increases during
the odour response, it acts on the channel (probably with calmod-
ulin) to decrease its sensitivity to cAMP, thereby requiring a stronger
odour stimulus to produce sufficient cAMP to open the channel29–31.
This adaptation response is critical, as physiological recordings from
OSNs indicate that they have very steep concentration–response
relations (typically, responses from 10–90% of the maximum occur

insight review articles
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Figure 3 Sensory transduction. Within the compact cilia of the
OSNs a cascade of enzymatic activity transduces the binding
of an odorant molecule to a receptor into an electrical signal
that can be transmitted to the brain. As described in detail in
the text, this is a classic cyclic nucleotide transduction
pathway in which all of the proteins involved have been
identified, cloned, expressed and characterized. Additionally,
many of them have been genetically deleted from strains of
mice, making this one of the most investigated and best
understood second-messenger pathways in the brain. 
AC, adenylyl cyclase; CNG channel, cyclic nucleotide-gated
channel; PDE, phosphodiesterase; PKA, protein kinase A;
ORK, olfactory receptor kinase; RGS, regulator of G proteins
(but here acts on the AC); CaBP, calmodulin-binding protein.
Green arrows indicate stimulatory pathways; red indicates
inhibitory (feedback).
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Odorant triggers the receptor. The receptor releases the G-
protein. The G-protein generates cAMP which controls the 

channel and activate the olfactory neuron cell.
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spelling out “smell”
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An odorant molecule can trigger multiple receptors and a 
receptor can be triggered by different odorant molecules. 

Thus, smell is a complicated foreign language....

to be intricately linked to the disseminated activity that is characteris-
tic of self-organizing structures.

Problems in defining how odours are encoded 
Problems in studying olfaction begin with difficulties in defining
which aspects of the physical stimuli are encoded by neuronal 
circuits. Unlike light for the visual system or sound for audition,
odours (the perceptual experience) or their constituent compounds,
odorants (the physical, vapour-phase molecules), cannot be charac-
terized easily on a continuum of physical and chemical descriptors
ordered along well-defined dimensions. For example, molecules that
are structurally identical except for their chirality (for example, 
enantiomers of carvone) can smell different, whereas compounds
that are structurally different can smell similar (for example, long
chain versus cyclic musks)28. Small changes in molecular structure
can generate large changes in perceptual odour experience29.

There are probably thousands or tens of thousands of vapour-
phase compounds detectable by olfactory systems, although, inter-
estingly, this number is not known for any species and therefore must
be defined for the animal being studied. This means we do not know
the scale or grain size of the sensory universe of smell for any animal,
including humans. We know that what we can see is within the visual
spectrum, but we do not know the extent of what we can smell. From
an odour-coding perspective, the precise descriptors of ‘odour’
space30–32 will probably be revealed by how these dimensions are 
neurally defined by the olfactory pathway and will relate to, but not
necessarily be direct reflections of, the dimensionality of ‘odorant’
space defined by conventional chemical nomenclature. This is 
interesting because one can imagine developing a system for classify-
ing chemical structure that is based on how odorant descriptors
emerge from the olfactory pathway (learning from the biology), just
as antigen epitopes can be classified by how they interact with 
antibodies, rather than by their explicit chemical make-up. All of 
this emphasizes the importance of correlating any physiological
observations, however carefully made, with behaviour from the same
animal33.

These difficulties in identifying underlying dimensions of the
olfactory universe are seen in physiological observations. For 
example, individual odorant sensory cells, and, by inference, the
molecular receptors they express34,35, can bind a number of 
compounds, but apparently with rather moderate affinity14,32,36–38,
despite the overall high sensitivity of the system. This reflects the fact
that individual receptor molecules seem to be substantially cross-
reactive, although probably to varying degrees for different
receptors39,40. Indeed, in such a self-organizing, cross-reactive system
it is not necessary that the receptor repertoire be defined or even
fixed, but only that it encompasses the perceptual odour space
required by the animal’s behaviour. Many different repertoire sets 
of different cross-reactive receptors are theoretically capable of 
encoding all odorants in the same universe31. An exception to this
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Figure 1 The optical illusion of the impossible triangle illustrates how reductionist
dissection to component parts can, in some cases, fail to capture global properties of
the whole. (Adapted from ref. 25 with permission.)
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Figure 2 The salamander olfactory pathway. a, The tiger salamander Ambystoma
tigrinum. b, A simplified, exploded view of the peripheral components of the
salamander olfactory pathway. Schematic in lower-right inset shows the positions of
the olfactory epithelium and bulb in situ. The larger drawing shows a schematic of the
peripheral olfactory circuit, including the bipolar olfactory sensory cells in the
epithelium, their axons extending to the bulb (via the olfactory nerve, ON) where they

converge on glomerular targets, and a simplified bulbar circuit.  The bulbar circuit
comprises the glomerular layer (GLOM), the external plexiform layer (EPL), the
mitral/tufted cell layer (M/T) and the granule cell layer (GRL). The medial olfactory tract
axons (MOT) project to the higher centres of the central nervous system. (Adapted from
ref. 89 with permission.)
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shape theory
The Shape theory of Olfaction states that the sensation of smell 
is due to a lock and key mechanism by which a scent molecule fits 

into olfactory receptors in the nasal lamina of the nose.
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over a stimulus concentration of about one log unit32). This means
that the cells are particularly sensitive to small changes in concentra-
tion, but without adaptation to re-set the gain they would be able to
respond only over a narrow dynamic range33. This is just one of 
several mechanisms that OSNs use for adjusting their sensitivity.
Others include a recently discovered RGS (regulator of G-protein 
signalling) protein that apparently acts on the adenylyl cyclase to
decrease its activity34, and a kinase that phosphorylates activated
receptors sending them into a desensitized state35,36.

Signal transduction and generation in invertebrates is far less well
understood, possibly because there is not a single system at work. In
lobsters, a lipid pathway involving inositol phosphates seems to be
dominant37, and in Drosophila and the moth, there is also strong evi-
dence for inositol-1,4,5-trisphosphate (Ins(1,4,5)P3) as a second
messenger38. The difficulty in these systems is that the final target of
the cascade, the analogue of the CNG channel in vertebrates, remains
to be identified. In contrast to vertebrates, invertebrates have both
excitatory and inhibitory responses to odours, so there are likely to be
multiple transduction pathways39,40.

Tuning curves in primary sensory cells
A classical means of describing and classifying primary sensory neu-
rons uses the concept of a ‘tuning curve’ — the relationship between
stimulus quality and response. For photoreceptors this would be a
plot showing the range of wavelengths of light at which they are acti-
vated, and for auditory receptors it would be a similar representation
of frequency. But for OSNs this is a somewhat more difficult task as

odours vary along multiple dimensions. To understand the rules of
olfactory stimulus encoding it is useful to attempt to describe a 
‘molecular receptive range’41 for OSNs.

Several approaches to this problem have been taken (Box 1). What
has become clear is that most if not all receptors can be activated by
multiple odours, and conversely most odours are able to activate
more than one type of receptor. But this vast combinatorial strategy
only underscores the importance of understanding how broadly
tuned a particular OR may be. Limited physiological recordings from
individual cells have produced conflicting data, probably because
there are a range of tuning profiles, from specific to broad, and physi-
ological experiments generally use necessarily limited sets of
odours42. The standard means of characterizing the molecular range
of a receptor is through a medicinal chemistry approach that seeks to
define a pharmacophore, that is, the molecular determinants that are
common to a set of agonists or antagonists for a given receptor.

Taking this approach, Araneda et al.43 were able to provide such a
characterization for at least one particular odour receptor in the rat.
After screening an extensive panel of compounds they were able to
determine three critical chemical features common to agonists at this
receptor, and also determined that a related structural compound
could serve as an antagonist, reducing the response to a known 
agonist. This indicates that standard pharmacology could indeed be
applied profitably to the analysis of odour receptors, although large-
scale screens for 1,000 ORs might be a task better suited to industrial
rather than academic laboratories. It may also mean that blockers for
specific malodours could be found or synthesized.

insight review articles
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Although there are some 1,000 ORs, detecting the enormous

repertoire of odours requires a combinatorial strategy. Most

odour molecules are recognized by more than one receptor

(perhaps by dozens) and most receptors recognize several

odours, probably related by chemical property. The scheme in

the figure represents a current consensus model. There are

numerous molecular features, two of which are represented

here by colour and shape. Receptors are able to recognize

different features of molecules, and a particular odour

compound may also consist of a number of these ‘epitopes’ or

‘determinants’ that possess some of these features. Thus the

recognition of an odorant molecule depends on which

receptors are activated and to what extent, as shown by the

shade of colour (black represents no colour or shape match

and thus no activation). Four odour compounds are depicted

with the specific array of receptors each would activate. Note

that there are best receptors (for example, red square), but also

other receptors that are able to recognize some feature of the

molecule (for example, any square) and would participate in the

discrimination of that compound. In the olfactory bulb there

seem to be wide areas of sensitivity to different features (for

example, functional group or molecular length). This model is

based on current experimental evidence, but is likely to

undergo considerable revision as more data become available.

Box 1

A code in the nose

Odorants

Pattern of peripheral activation

Receptors

Olfactory Bulb

© 2001 Macmillan Magazines Ltd
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antagonist: coffee

21

Adenosine is an agonist, triggering signal 
to suppress neuron activities and cause 

the sleepy feeling. Caffeine competes with 
adenosine and sticks to the receptor site to 
prevent the signal for activity suppression. 
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vibration 
theory

The vibration theory of olfaction, 
proposed by Luca Turin (1996), 
originates from the earlier work 
of Dyson who suggested that the 
olfactory receptors might detect 
molecular vibrations.

3.2.2. Sila Compounds

Turin and Yoshii have discussed the significance
of odorants in which a carbon atom is replaced
with its group neighbor in the periodic table,
silicon (Wannagat et al., 1993). This preserves
bond angles, increases bond lengths slightly and
modifies partial charges, because the Si–C bond
is more polar than is C–C congener. Fig. 3(a)
illustrates the structures and computed spectra of
the commercially available (Lancaster Synthesis)
dimethylcyclohexane and dimethylsilacyclohex-
ane. The sila replacement amounts to a relatively
small structural change, accompanied by a striking
change in odor character, from camphoraceous to
harsh, bleach-like. Unsurprisingly, given the dif-
ferent mass and partial charge of the silicon atom,
the spectra are very different. Similar results are
found with all sila replacements.

3.2.3. Metallocenes

As was pointed out in Turin (1996) and Turin
& Yoshii (2002) metallocences provide a useful
instance of minimal structural change accompa-
nied by a large change in odor. Ferrocene smells
camphoraceous, whereas nickelocene, in which
the central divalent iron ion is replaced by a
nickel ion, has an unpleasant, sweetish smell
reminiscent of cycloheptatriene. The spectra are
shown below in Fig. 3(b). Note that in this
instance, semiemprirical calculations were per-
formed using PM3 parameters, because the
MNDO set of MacSpartan Pro does not include
Fe and Zn. The spectra are very different.

3.3. STRUCTURE INSENSITIVE

3.3.1. Bitter Almonds

Bitter almonds always have pride of place in
any SOR review, because they represent an
extreme case of structural convergence. The
bitter almond character has been reported in
upwards of 70 molecules, all o150Da. What is
unique about the bitter almonds category is that
a very small, linear molecule, HCN, also
possesses the odor character. Structural rules
have been empirically determined for bitter
almond odorants other than HCN, but HCN
does not fit them. To account for this, Sell (1999)
has argued the interesting notion that since
HCN and benzaldehyde are decomposition
products of mandelonitrile present in bitter
almonds, they have become associated, and
the same odor has been ‘‘given’’ to both by the
brain.
For a vibrational theory, the bitter almonds

case is particularly valuable, because HCN only
has three vibrational modes: a bending mode at
792 cm!1, CN stretch at 2094 cm!1 and CH
stretch at 3213 cm!1. Based on data calculated
by an earlier version of this algorithm, Turin
(1996) argued that bitter almonds was a ‘‘bichro-
matic’’ odor, and that organic (non HCN) bitter
almond odorants all had prominant modes at
the correct frequencies. Figure 4(a) shows the
recalculated spectra for eight classic bitter
almond odorants together with the convolved
peaks for HCN (experimental wavenumber
values, arbitrary amplitudes). The most prominent

Fig. 3. Structures and spectra of (a) 1,1 dimethylcyclo-
hexane and 1,1 dimethylsilacyclohexane and (b) two
metallocenes, ferrocene and nickelocene. Despite the small
change in structure, spectra (and odor character) are
markedly different in both instances.

L. TURIN372
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no isotope effect

A psychophysical test of the
vibration theory of olfaction
Andreas Keller & Leslie B Vosshall

At present, no satisfactory theory exists to explain how a given
molecule results in the perception of a particular smell. One
theory is that olfactory sensory neurons detect intramolecular
vibrations of the odorous molecule. We used psychophysical
methods in humans to test this vibration theory of olfaction
and found no evidence to support it.



balanced distribution of the flies in the maze arms, indicative of
equal response to the two isotopes (i.e., balancedmaze). Similarly,
d17-1-octanol was preferentially discriminated against versus equal
concentration of the normal odorant. In this case, however, the
deuterated isotope appeared even more aversive, as 75% re-
duction in its concentration equalized aversion with h-1-octanol
(Fig. 1C). In contrast, flies did not exhibit spontaneous differential
avoidance of d5-benzaldehyde, which occurred only upon reducing
the concentration of the normal odorant (Fig. 1D). These differ-
ences cannot result from reduced evaporation of the slightly
heavier deuterated odorants because two of the three elicited in-
creased aversion, known to be proportional to the concentration of
airborne odorants in this T-maze system (14, 20, 21).
If the differential response to the deuterated odorants relied

solely on olfaction and not any other sensory modality, it should be
completely eliminated inanosmicmutants. To that end,weobtained
two anosmicDrosophila strains carrying the null alleles Or83b1 and
Or83b2 of the gene encoding the common subunit of the dimeric
Drosophila olfactory receptor (13, 22, 23). Clearly, the spontaneous
avoidance of deuterated d8-ACP and d17-1-octanol were elimi-
nated and the mutant flies distributed equally in the maze arms as
expected (Fig. 1E andF). Therefore,Drosophila use olfaction alone
to discriminate between deuterated and normal odorants. Fur-
thermore, the spontaneous discrimination against deuterated
odorants indicates that they likely present to the flies recognizable,
salient features distinct from their hydrogen counterparts.

Conditioned Discrimination of Isotopes. If the deuterated and nor-
mal isotopes of a pair exhibit salient odor character differences,
then Drosophila should be able to associate either odorant with a
punishing stimulus (20). To eliminate bias, the amounts of each
odorant in a pair were adjusted as shown in Fig. 1 B–D to yield

spontaneous preference as near zero as possible (i.e., balanced
maze), so any postconditioning distribution changes would be
a consequence of training. Flies were conditioned to associate
electric foot-shock punishment with the presence of the deuter-
ated or normal odorant of a pair. Drosophila successfully associ-
ated either odorant with punishment, demonstrated by the
conditioned selective aversion of the shock-associated odor upon
testing (Fig. 2). Flies shocked in the presence of the normal
odorant distributed preferentially in the arm carrying its deuter-
ated counterpart and vice versa. The shock-associated learning
extended to h-benzaldehyde and d5-benzaldehyde, for which the
flies exhibited no spontaneous preference, suggesting, as expected
(24), that conditioned discrimination is independent from spon-
taneous preference.
This was not an exclusive property of the w1118 control strain

(14), as experiments were repeated with Canton-S, a different
WT strain, with identical results (Fig. S2 A and B). We also re-
versed the order of stimulus presentation, such that the shock-
associated odor was delivered immediately before testing. Flies
continued to selectively avoid the shock-associated odor (Fig.
2C), eliminating the possibility that they were simply attracted to
the odor presented last in the absence of the shock reinforcer.
Thus, deuterated and normal odorants present salient differ-
ences to the fly olfactory system, which can be used to predict
punishment or its absence by association with either isotope.

Generalization of Conditioned Isotope Discrimination Across Odorant
Pairs. The results so far are consistent with an unambiguous
difference between deuterated and normal odorants for all three
pairs tested. Is the difference associated with the majority
(≥99%) compound or with impurities? Although the odorants
used were of the highest purity available (Figs. S3 and S4), they

Fig. 1. Differential spon-
taneous responses toodor-
ants containing deute-
rium. The mean relative
distribution of flies in the
armsof themaze (%excess
flies) carrying the in-
dicated odorants ± SEM is
shown in all graphs. This
metric reflects the prevail-
ing distribution within the
arms of the maze of
groups of 40 to 60 flies
tested each time. The total
number of flies tested in
each group is shown and
the number of groups
tested is n ≥ 6 for all
groups. (A) Spontaneous
responses to 75 μL normal
or d3-, d5-, or d8-ACP, each
diluted with isopropyl
myristate (IPM) to 1 mL.
Flies spontaneously pre-
ferred h-ACP over the
solvent. In contrast, incor-
poration of five or eight
deuterium atoms results in
significantly different dis-
tribution (P < 0.001) from
that toward h-ACP (at-
traction) to aversion. In
contrast, the response to d3-ACPwas not significantly different (P = 0.012) from that of h-ACP. (B) Flies discriminate against d8-ACP if presentedwith equal amount
(1:1) of h-ACP (75 μL odorant/925 μL IPM). However, a 50% reduction in the amount of deuterated odorant yielded an equal distribution of theflies in the arms (%
excess flies not significantly different from zero), defined as a balanced maze. (C) Similarly equal amounts (200 μL) of h-1-octanol (OCT) and d17-1-octanol yielded
strong discrimination against the deuterated odorant, which was eliminated upon reducing it by 75% (1:0.25). (D) In contrast, equal amounts of normal and
deuteratedbenzaldehyde (90μL)didnot result indifferentialdiscrimination. Inaccord, decreasing theamountofh-BZA resulted indifferential avoidanceofd5-BZA.
(E) The preferential discrimination against d8-ACPwas eliminated inOr83b1 andOr83b2mutants (P < 0.002 and P < 0.001, respectively, Dunnett test). (F) Similarly,
discrimination against d17-octanol was eliminated in Or83b1 and Or83b2 mutants (P < 0.001 for both, Dunnett test).
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Unlike Vosshall’s negative results, fruit 
flies can distinguish the deuterated 
and un-deuterated acetophenone. 
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concentration of the normal odorant. In this case, however, the
deuterated isotope appeared even more aversive, as 75% re-
duction in its concentration equalized aversion with h-1-octanol
(Fig. 1C). In contrast, flies did not exhibit spontaneous differential
avoidance of d5-benzaldehyde, which occurred only upon reducing
the concentration of the normal odorant (Fig. 1D). These differ-
ences cannot result from reduced evaporation of the slightly
heavier deuterated odorants because two of the three elicited in-
creased aversion, known to be proportional to the concentration of
airborne odorants in this T-maze system (14, 20, 21).
If the differential response to the deuterated odorants relied

solely on olfaction and not any other sensory modality, it should be
completely eliminated inanosmicmutants. To that end,weobtained
two anosmicDrosophila strains carrying the null alleles Or83b1 and
Or83b2 of the gene encoding the common subunit of the dimeric
Drosophila olfactory receptor (13, 22, 23). Clearly, the spontaneous
avoidance of deuterated d8-ACP and d17-1-octanol were elimi-
nated and the mutant flies distributed equally in the maze arms as
expected (Fig. 1E andF). Therefore,Drosophila use olfaction alone
to discriminate between deuterated and normal odorants. Fur-
thermore, the spontaneous discrimination against deuterated
odorants indicates that they likely present to the flies recognizable,
salient features distinct from their hydrogen counterparts.

Conditioned Discrimination of Isotopes. If the deuterated and nor-
mal isotopes of a pair exhibit salient odor character differences,
then Drosophila should be able to associate either odorant with a
punishing stimulus (20). To eliminate bias, the amounts of each
odorant in a pair were adjusted as shown in Fig. 1 B–D to yield

spontaneous preference as near zero as possible (i.e., balanced
maze), so any postconditioning distribution changes would be
a consequence of training. Flies were conditioned to associate
electric foot-shock punishment with the presence of the deuter-
ated or normal odorant of a pair. Drosophila successfully associ-
ated either odorant with punishment, demonstrated by the
conditioned selective aversion of the shock-associated odor upon
testing (Fig. 2). Flies shocked in the presence of the normal
odorant distributed preferentially in the arm carrying its deuter-
ated counterpart and vice versa. The shock-associated learning
extended to h-benzaldehyde and d5-benzaldehyde, for which the
flies exhibited no spontaneous preference, suggesting, as expected
(24), that conditioned discrimination is independent from spon-
taneous preference.
This was not an exclusive property of the w1118 control strain

(14), as experiments were repeated with Canton-S, a different
WT strain, with identical results (Fig. S2 A and B). We also re-
versed the order of stimulus presentation, such that the shock-
associated odor was delivered immediately before testing. Flies
continued to selectively avoid the shock-associated odor (Fig.
2C), eliminating the possibility that they were simply attracted to
the odor presented last in the absence of the shock reinforcer.
Thus, deuterated and normal odorants present salient differ-
ences to the fly olfactory system, which can be used to predict
punishment or its absence by association with either isotope.

Generalization of Conditioned Isotope Discrimination Across Odorant
Pairs. The results so far are consistent with an unambiguous
difference between deuterated and normal odorants for all three
pairs tested. Is the difference associated with the majority
(≥99%) compound or with impurities? Although the odorants
used were of the highest purity available (Figs. S3 and S4), they
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ants containing deute-
rium. The mean relative
distribution of flies in the
armsof themaze (%excess
flies) carrying the in-
dicated odorants ± SEM is
shown in all graphs. This
metric reflects the prevail-
ing distribution within the
arms of the maze of
groups of 40 to 60 flies
tested each time. The total
number of flies tested in
each group is shown and
the number of groups
tested is n ≥ 6 for all
groups. (A) Spontaneous
responses to 75 μL normal
or d3-, d5-, or d8-ACP, each
diluted with isopropyl
myristate (IPM) to 1 mL.
Flies spontaneously pre-
ferred h-ACP over the
solvent. In contrast, incor-
poration of five or eight
deuterium atoms results in
significantly different dis-
tribution (P < 0.001) from
that toward h-ACP (at-
traction) to aversion. In
contrast, the response to d3-ACPwas not significantly different (P = 0.012) from that of h-ACP. (B) Flies discriminate against d8-ACP if presentedwith equal amount
(1:1) of h-ACP (75 μL odorant/925 μL IPM). However, a 50% reduction in the amount of deuterated odorant yielded an equal distribution of theflies in the arms (%
excess flies not significantly different from zero), defined as a balanced maze. (C) Similarly equal amounts (200 μL) of h-1-octanol (OCT) and d17-1-octanol yielded
strong discrimination against the deuterated odorant, which was eliminated upon reducing it by 75% (1:0.25). (D) In contrast, equal amounts of normal and
deuteratedbenzaldehyde (90μL)didnot result indifferentialdiscrimination. Inaccord, decreasing theamountofh-BZA resulted indifferential avoidanceofd5-BZA.
(E) The preferential discrimination against d8-ACPwas eliminated inOr83b1 andOr83b2mutants (P < 0.002 and P < 0.001, respectively, Dunnett test). (F) Similarly,
discrimination against d17-octanol was eliminated in Or83b1 and Or83b2 mutants (P < 0.001 for both, Dunnett test).
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To investigate the dynamics of the olfactory responses, we considered for all compounds the change of the elic-
ited response maps averaged across animals during a time span of 2 s, comprising 1 s of stimulus delivery plus 1 s 

Figure 2. Odorant response maps. (a) For each subject, the difference between the responses to H- and 
D-isotopomer was calculated and mean differences across subjects ±  s.d. are plotted. Significant differences 
are highlighted (paired-sample t-test, *p <  0.05, **p <  0.01, ***p <  0.005; N =  11 for BZA and ISO, N =  12 for 
ACP and OCT). (b) Graphical representation of odorant-induced response maps. Glomerular responses were 
classified in 4 groups: red, high activation: − ∆ F/F >  0.10; yellow, low activation: 0.03 ≤  − ∆ F/F ≤  0.10; green, 
no activity: − 0.02 ≤  − ∆ F/F ≤  0.02; blue, inhibition: − ∆ F/F <  − 0.02; glomeruli in grey were not considered 
in the analysis. (c) PCA of AL response dynamics elicited by the odorants during 1 s stimulus exposure 
and 1 s post-stimulus phase. Arrows indicate the temporal order of signal build-up and decay. (d) Mean 
Euclidean distances ±  s.d. between different pairs of odorants ( ) and within pairs of isotopomers ( ). Odorant 
abbreviations are 1-octanol, OCT; benzaldehyde, BZA; acetophenone, ACP; isoamyl acetate, ISO.

www.nature.com/scientificreports/

2Scientific RepoRts | 6:21893 | DOI: 10.1038/srep21893

were determined for the whole glomerular subset, and differential response maps were characterized across all 
individuals (Fig. 2). For OCT, several glomeruli were responsive to both isotopomers, but with significantly differ-
ent intensity (e.g. T1-17, T1-33). Most striking was the isotopomer-specificity of glomerulus T1-37 (Figs 1 and 2), 
which showed opposite responses for the two isotopomers. For BZA isotopomers, significantly different responses 
were induced in six of the analysed glomeruli (e.g. T1-17, T1-23, and T1 43). For ACP, an isotopomer-specific 
response was observed in glomeruli T1-47 and T1-23, the latter significantly inhibited upon exposure to ACP-d8. 
Finally, for ISO, only T1-42 showed a significant preferential response to the heavy isotopomer.

Figure 1. Induced glomerular responses. (a) Activity profiles of glomerulus T1-37 and T1-28 measured in one 
individual during 3 presentations of OCT-h (H) followed by 3 presentations of OCT-d17 (D). (b) Mean odorant 
response profiles ±  s.d. of 6 exemplificative glomeruli (rows) to four odorants (columns). Response profiles 
to the common isoforms are plot in blue, to the deuterated isoforms in red; grey shadows indicate stimulus 
delivery. Significant differences are indicated (paired-sample t-test, *p <  0.05, **p <  0.01, ***p <  0.005; N =  11 
for BZA and ISO, N =  12 for ACP and OCT). Odorant abbreviations are 1-octanol: OCT; benzaldehyde: BZA; 
acetophenone: ACP; isoamyl acetate: ISO.

so are bees!
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Isotope effect found in induced 
glomerular responses. 
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Could Humans Recognize Odor by Phonon Assisted Tunneling?

Jennifer C. Brookes,* Filio Hartoutsiou,† A. P. Horsfield,‡ and A. M. Stonehamx

Department of Physics and Astronomy, University College London, Gower Street, London WC1E 6BT, United Kingdom
(Received 10 July 2006; published 16 January 2007)

Our sense of smell relies on sensitive, selective atomic-scale processes that occur when a scent
molecule meets specific receptors in the nose. The physical mechanisms of detection are unclear: odorant
shape and size are important, but experiment shows them insufficient. One novel proposal suggests
receptors are actuated by inelastic electron tunneling from a donor to an acceptor mediated by the odorant,
and provides critical discrimination. We test the physical viability of this mechanism using a simple but
general model. With parameter values appropriate for biomolecular systems, we find the proposal
consistent both with the underlying physics and with observed features of smell. This mechanism suggests
a distinct paradigm for selective molecular interactions at receptors (the swipe card model): recognition
and actuation involve size and shape, but also exploit other processes.

DOI: 10.1103/PhysRevLett.98.038101 PACS numbers: 87.16.Xa, 82.39.Jn, 87.16.Ac, 87.14.Ee
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First of all, the receptor is modeled as a two-level 
system with the finite energy gap. Besides, there 
exists a bare tunneling between the donor and the 
acceptor states.

HR =
�
2

⇥z + �⇥x



OFF state
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Quantum tunneling is suppressed by the presence 
of finite energy gap between OFF and ON states.

G� = EOFF � EON

Two different conformations 
of the receptor correspond to 
the OFF/ON states. The OFF 
state has a higher energy.
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The odorant is modeled as a 
simple oscillator and the coupling 
between the receptor and the 
odorant is assumed to be linear:

HR�o = g �z(b + b†) + ��
�

b†b +
1
2

⇥
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ON state
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The tunneled charge 
triggers the G-protein 

cascade.

If the resonance condition is matched, the receptor 
tunnels to the (lower-energy) ON state while the 
odorant molecule is in the excited state.

��O � �
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The environment is modeled as a 
thermal bath of simple harmonic 
oscillators that couple to the 
receptor in a similar way.

HR�env =
⇤

q

gq �z(bq + b†q) + �⇥q

�
b†qbq +

1
2

⇥
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1
⌃n

=
2⌅

� �2⇧n
1⇥

4⌅kT⇤
exp

�
� (⇥n �� + ⇤)2

4kT⇤

⇥

It was claimed in Stoneham’s PRL that, “after 
standard approximations”, the tunneling rate is

It was claimed in the original PRL that the phonon-asisted tun-
neling can be derived with standard approximation for coupling
to the bath of phonons:

1

⌃n
=

2⌅

h̄
�2⇧n

1⇥
4⌅kT⇤

exp

�

�
(⇥n �� + ⇤)2

4kT⇤

⇥

,

Here ⇥n = nh̄⇥ is the excitation energy of the odorant. The
coupling to the odorant molecule gives rise to the Huang-Rhys
factor,

⇧n =
Sn

n!
e�S =

(2g/h̄⇥)2n

n!
e�(2g/h̄⇥)2.

Similarly, one can define Sq = (2gq/h̄⌥q)2 for each oscillator in
the thermal bath. The reorganization energy is

⇤ =
⇤

q
h̄⌥qSq



Hum, “standard 
approximations”, that 
should be quite easy...
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London. His research has ranged from elec-
trophysiology to protein semiconductors
and work on solitons. He has always read
widely in the fields related to his research.
He also has a taste (unusual among re-
searchers) for used science books, which he
purchases on his travels and which connect
him with both recent history of science and
non-Anglophone science. 

The author knew of the theories of
Malcolm Dyson (5) and Robert Wright (6),
which claimed that smell (like sound and
color perception) is based on frequency
detection. For smell, the frequencies
detected and measured are the vibrational
frequencies of odorant molecules. His-
torically, the frequency theory faltered on
the observation that enantiomers (mirror
images of the same molecule, having the
same vibrational spectrum) sometimes
smell different and on the lack of a known
mechanism for measuring vibrational fre-
quency of molecules. Turin noted, however,
that (as mentioned above) shape theories
also have substantial contrary observations.
He argues for a balanced look at all the evi-
dence, and he considers the ability of each
theory to accommodate contrary observa-
tions. Building on his earlier work on the
electrical conductivity of proteins, Turin
proposes that smell receptors are sensitive
to particular ranges of vibrational fre-
quency of molecules and use electron tun-
neling to transmit an electric signal when
the appropriate odorant molecule is in the
receptor. (This explanation is an interesting
application of quantum mechanics to under-
stand a physiological phenomenon.) Geno-
mic sequencing by Linda Buck and her col-
leagues has identified about 350 different
smell receptors in humans (7, 8). Turin does
not suggest that each smell receptor re-
sponds to a different range of frequency. He
thinks it more likely that classes of smell
receptors respond to the same ranges of fre-
quency but fit different sizes and shapes of
molecule. (In this way, Turin explains the
findings about enantiomers, but also compli-
cates his theory with a shape component gov-
erning the affinity of odorants for receptors.)

Journalist Chandler Burr’s widely read
and (mostly) favorably reviewed book (9)
has already told the story of the develop-
ment and reception of Turin’s theory. Aca-
demic and commercial smell researchers
alike have been largely dismissive of Turin’s
hypothesis. Turin submitted a paper pro-
posing his spectroscopic mechanism for
olfactory reception to Nature, where it was
rejected after a lengthy review process (de-
scribed in Burr’s book). The paper was then

published in a specialty journal, Chemical
Senses (10), and Turin subsequently pre-
sented a refined version of his theory (11).
Skepticism about Turin’s theory has been
evident in Nature Neuroscience, which pub-
lished a scathing review of Burr’s book (12),
a short paper reporting three experiments
that failed to support the vibration theory
(13), and an editorial commenting on that
paper and complaining about “the extraor-
dinary—and inappropriate—degree of pub-
licity that the theory has received from
uncritical journalists” (14).

Burr saw in the early responses to Turin’s
theory a “failure of the scientific process,”
but he has been accused of excessive partial-
ity toward his subject. The Secret of Scent is
an interesting sequel, and partial corrective,
to Burr’s account. It is much more a book
about science than about scientists, and it is
refreshingly non-egotistical. Turin does not
describe his own theory until page 160, and
he presents the relevant contributions of
many scientists from a range of scientific
subdisciplines, including organic chemistry,
the physics of electron tunneling, and the
physiology of insect olfaction. Of particular
note is Turin’s coverage of findings from
Soviet and Russian researchers.

Intended for a general audience, The
Secret of Scent skillfully presents the neces-
sary concepts from physics and chemistry.
For example, Turin explains molecular
vibrations by using an analogy with dance:
vibrations can be local to parts of the mole-
cule (like head movements in Indian dance)
or involve the whole molecule (like 1970s

disco). The book is not a polemic, but rather
a straightforward presentation of odor, theo-
ries of odor, and the author’s theory of odor
in particular.

Turin continues to work with his theory,
presently in a corporate rather than an aca-
demic context. He is currently the chief sci-
entist of Flexitral, a privately held U.S. com-
pany that uses his theory to design new
scents, seeking molecules that are cheap to
synthesize and have favorable toxicological
and environmental profiles. Turin claims a
success rate of 10% (one in ten syntheses
produces a commercially viable molecule),
which is two orders of magnitude above the
industry average. Perhaps he will persuade
the corporate world to take his frequency
theory seriously before the academic com-
munity does.

As one would expect, Turin wishes his
theory had found a more positive reception.
Insofar as he assigns blame for its current
fate, he faults the process of peer review.
Turin believes that in areas requiring a high
degree of specialized knowledge, any com-
petent referee will have a conflict of interest.
Competition will get in the way of a fair
review. Moreover, he thinks that interdisci-
plinary research is especially vulnerable to
deficient review, because it is difficult to
find reviewers with the required broad range
of expertises. 

The Secret of Scent should appeal to any-
one curious about smell, whether as a
researcher or an intrigued layperson. It also
touches on various aspects of science practice
and policy, including scientific creativity, the
difficulties of interdisciplinary research, the
importance of unusual skills, and the conse-
quences of unusual access to data. And
Turin’s story will also attract those, like
myself, interested in scientific controversy. 
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Abstract

A novel theory of primary olfactory reception is described. It proposes that olfactory receptors respond not to the

shape of the molecules but to their vibrations. It differs from previous vibrational theories (Dyson, Wright) in

providing a detailed and plausible mechanism for biological transduction of molecular vibrations: inelastic electron

tunnelling. Elements of the tunnelling spectroscope are identified in putative olfactory receptors and their associated

G-protein. Means of calculating electron tunnelling spectra of odorant molecules are described. Several examples are

given of correlations between tunnelling spectrum and odour in structurally unrelated molecules. As predicted,

molecules of very similar shape but differing in vibrations smell different. The most striking instance is that of pure

acetophenone and its fully deuterated analogue acetophenone-ds, which smell different despite being identical in

structure. This fact cannot, it seems, be explained by structure-based theories of odour. The evidence presented here

suggests instead that olfaction, like colour vision and hearing, is a spectral sense. Chem. Senses 21: 773-791, 1996.

Introduction

Putative olfactory receptors have been identified previously

(Buck and Axel, 1991; Buck, 1993; Ngai et al., 1993;

Raming et al., 1993). Signal transduction is known to

involve a G-protein-coupled adenylate cyclase mechanism

(for review see Shepherd, 1994). However, the mechanism by

which receptors detect odorants, and thus the molecular

basis of odour, remain unclear. As has been repeatedly

pointed out, structure-odour relations provide conflicting

evidence (Beets, 1971, 1978; Klopping, 1971; Ohloff, 1986;

Weyerstahl, 1994). On the one hand, molecules of widely

different structures can have similar odours, eg. the bitter

almond character, shared by as many as 75 molecules,

including the triatomic molecule HCN. On the other hand,

minor changes to the structure of a molecule can alter its

smell character completely. For example, isomers such as

vanillin (3-methoxy-4-hydroxy-benzaldehyde) and isovanil-

lin (3-hydroxy-4-methoxybenz-aldehyde), and enantiomers

such as R- and S-carvone smell very different (Arctander,

© Oxford University Press

Outer-sphere electron transfer in polar solvents: Quantum scaling 

of strongly interacting systems 
Xueyu Song and Alexei A. Stuchebrukhov 
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dena, California 91125 

(Received 21 January 1993; accepted 30 March 1993) 

The spin-boson Hamiltonian model is used to study electron transfer (ET) reactions of strongly 

interacting systems in polar solvents in the limit of fast dielectric relaxation of the solvent. The 

spectrum of polarization modes consists of low frequency modes which are treated classically, 

and high frequency modes which are treated quantum mechanically. A general explicit formula 

for the rate valid in all orders of perturbation theory in electronic coupling is derived. The rate 

formula is applicable in a wide range of parameters, including the inverted region of the reaction 

where the quantum tunneling corrections give the main contribution to the rate. It is found that 

the quantum degrees of freedom can be effectively eliminated from the model by renormalizing 

the electronic coupling matrix element. This renormalization results in the following scaling 

property of the electron transfer systems: a system containing both classical and quantum 

degrees of freedom is equivalent to a system of lower dimensionality, containing only classical 

degrees of freedom, with renormalized electronic coupling matrix element. An explicit formula 

for the renormalization is obtained. 

1. INTRODUCTION 

In the present paper outer-sphere electron transfer 

(ET) reactions in polar media in the limit of fast dielectric 

relaxation are discussed. In this limit the reaction rate is 

independent of the relaxation properties of the solvent and 

can be studied within the traditional statistical equilibrium 

formulation of the problem.“’ In recent years the opposite 

case of reactions controlled by the solvent dynamics has 

attracted the most attention.3’4 In particular, a clear under- 

standing of all possible limiting cases has been achieved.5-7 

The case of fast dielectric relaxation is commonly be- 

lieved to be well understood5S6-for weakly interacting sys- 

tems a well developed nonadiabatic theory is applicable, 

and for strongly interacting systems a reaction taking place 

on an adiabatic potential surface is described by transition 

state theory. ‘,’ The latter case, however, is much less stud- 

ied than the former one. Moreover, neither the rate expres- 

sion has actually been rigorously derived from the electron 

transfer Hamiltonian of a strongly interacting system, nor 

has a general rigorous theory unifying two extreme cases 

been ever formulated, although numerous attempts to do 

so have been undertaken from the early stages of the de- 

velopment of the electron transfer theory.“* The unsatis- 

factory situation with the strongly interacting systems has 

renewed interest in such systemsq-‘2 recently. In particular, 

the role of the fast electronic component of the solvent 

polarization in the reaction rate has been extensively dis- 

cussed although the picture is far from clear. 

The spin-boson Hamiltonian model of ET provides an 

excellent tool for studying the strong coupling limit and 

discussing a unified approach to adiabatic and nonadia- 

batic regimes.7*‘0P’2”3 In particular, the free energy of 

strongly interacting electron transfer systems has been cal- 

‘)C!cntribution No. 8799. 

culated’0”2 and the role of the electronic polarization has 

been studied within this model. In Refs. 10 and 12 an 

exponential part of the rate for symmetric ET systems is 

obtained and it is shown that the activation energy depends 

on the electronic coupling matrix element. This result has 

never been rigorously derived before, although it has been 

commonly accepted. As far as the electronic polarization is 

concerned the authors reached a conclusion that it does 

not affect the free energy of ET reaction. 

In this paper we continue development of the spin- 

boson Hamiltonian model of ET. In comparison with Refs. 

10 and 12 we discuss not only the exponential factor of the 

rate, the free energy, but also a pre-exponential factor. The 

spectrum of the system is assumed to contain low (classi- 

cal) as well as high (quantum) frequencies, the latter ones 

describe the high frequency part of the solvent polariza- 

tion, including the electronic part. We derive an explicit 

expression for the rate, Eq. (4.13), which is a sum of all 

perturbation orders in electronic coupling, and show how 

the general formula reduces to a traditional golden rule 

formula and to the transition state theory for electron 

transfer in two extremes of a small and a strong coupling. 

The general formula is applicable in a wide range of pa- 

rameters, including the inverted region of the reaction,’ 

where the quantum tunneling corrections give the main 

contribution to the rate. 
To study the quantum corrections we develop a 

quantum-classical approximation for the correlation func- 

tion of the solvent. Our quantum correlation function is 

exponential, and is essentially the next order approxima- 

tion to the S-function approximation proposed in Ref. 10. 

The latter approximation formally corresponds to infinitely 

large ( ore ) quantum frequencies of the solvent polarization. 

For this reason the S-function approximation does not de- 

scribe the quantum effects in the system. In a recent paper 

Gehlen and Chandler12 have developed an approximate 

J. Chem. Phys. 99 (2), 15 July 1993 0021-9606/93/?9(2)/969/1 O/$6.00 @ 1993 American Institute of Physics 969 
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Quantum correction for electron transfer rates. Comparison of polarizable 

versus nonpolarizable descriptions of solvent 

Xueyu Song and R. A. Marcus 

Arthur Amos Noyes Laboratory of Chemical Physics, ‘) 127-72, California Institute of Technology, 

Pasadena, California 9I125 

(Received 29 July 1993; accepted 13 August 1993) 

The electron transfer rate constant is treated using the spin-boson Hamiltonian model. The 

spectral density is related to the experimentally accessible data on the dielectric dispersion of the 

solvent, using a dielectric continuum approximation. On this basis the quantum correction for 

the ferrous-ferric electron transfer rate is found to be a factor 9.6. This value is smaller than the 

corresponding result (36) of Chandler and co-workers in their pioneering quantum simulation 

using a molecular model of the system [J. S. Bader, R. A. Kuharski, and D. Chandler, J. Chem. 

Phys. 93, 230 ( 1990)]. The likely reason for the difference lies in use of a rigid water molecular 

model in the simulation, since we tid that other models for water in the literature which neglect 

the electronic and vibrational polarizability also give a large quantum effect. Such models are 

shown to overestimate the dielectric dispersion in one part of the quantum mechanically 

important region and to underestimate it in another part. It will be useful to explore a 

polar&able molecular model which reproduces the experimental dielectric response over the 

relevant part of the frequency spectrum. 

I. INTRODUCTION Electron transfer reactions are among the most funda- 

mental chemical processes. l3 As a prototypical model sys- 

tem, the Fe+2=Fe+3 electron exchange in water has been 

actively studied.4l5 Recently, Chandler and co-worker&’ 

used a molecular model to study this process by quantum 

and classical simulation methods. Their results have shed 

an illuminating light on this system. 

By classical and quantum simulation methods they ob- 

served the parabolic behavior of the free energy surface 

with respect to the solvent polarization coordinate, a be- 

havior which plays the important role in the theory devel- 

oped by one of us.l They also studied the quantum correc- 

tion for the electron transfer rate constant. The full 

quantum Monte Carlo simulation gave a quantum correc- 

tion factor for the rate of about 65 for water.6 Under a 

harmonic approximation their quantum correction was 

about 36, which is still substantially larger than the tradi- 

tional estimate5 of a factor of about 7. 

In the present paper an expression for the nonadiabatic 

rate constant (the Golden Rule rate expression) is used in 

which the rate is expressed in terms of the spectral density 

(the dielectric response) of the system. The spectral den- 

sity is then obtained from experimental dam, for fixed po- 

sition of the reactants, using the dielectric continuum ap- 

proximation and the harmonic approximation for the inner 

shell of ion-water complex breathing modes. For the elec- 

tron transfer rate constant for the aqueous ferrous-ferric 

system it is found that under the above approximation our 

estimation of the quantum correction factor is a factor of 

9.6, which is smaller than the above result of 36 for the 

harmonic case. Other computer simulation models of wa- 

ter which also neglect the vibrational and the electronic 

%ontribution No. 8833. 

polarization are also considered. We again find a large 

quantum effect for the rate constant of the model water 

solvent and tlnd that these models overestimate the dielec- 

tric response in one region important for the quantum cor- 

rection and underestimate it in another. 

This paper is organized as follows: In Sec. II the the- 

oretical basis of this paper is discussed. The nonadiabatic 

rate constant is expressed there in terms of the spectral 

density of the system. The relations between the spectral 

density and the experimental data are given. In Sec. III the 

calculation details are presented and the role of the elec- 

tronic polarizability in electron transfer is discussed. The 

paper concludes with some remarks. 

II. THEORY A. Introduction In this section a brief discussion of the nonadiabatic 

rate constant expression is given. Then, the relation be- 

tween the spectral density and the experimentally accessi- 

ble data, which forms the basis of the calculations, is pre- 

sented. In electron transfer reactions the reactant and product 

electronic states can usually be approximated as a two 

electronic-state system. If the solvent and the nuclear mo- 

tion of the reactants and products are described as a har- 

monic bath, the electron transfer can be viewed as an elec- 

tron jump between the two states modulated by a harmonic 

bath. This kind of system has been described by the spin- 

boson Hamiltonian6’8’9 

N + iF; 

(2.1) 

7766 
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odorant

receptor

Odorant: Numerical methods in quantum chemistry.
Receptor: Modeling with analytic/numeric solutions. 
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The numerical result for the receptor-odorant dynamics is 
well captured by the effective two-state Hamiltonian. 
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1
⌅n

=
2⇥

� �2⇤n

⇥ ⇥

�⇥

dt

2⇥�e�i(�n��)t/� �

q

Fq(t)

Fermi’s golden rule + path integral + Green’s function 
leads to the exact formula for the tunneling rate:

The correlation function is Fq(t) = ⌅Dq(t)D
†
q(0)⇧ with the dis-

placement operator defined as Dq(t) ⇥ e[2gq/h̄⇥q][bq(t)�b†q(t)] and
can be computed exactly

Fq(t) = exp [�iSq sin⇥qt� Sq(2nq + 1)(1� cos⇥qt)] ,

where Sq = (2gq/h̄⇥q)2 is the dimensionless distortion.

If we assume the frequencies of the oscillators in the bath are
soft, we can approximate the product of the correlation func-
tions,

�

q
Fq(t) ⇤ exp

⇥
�i�t/h̄� (kT�)t2/h̄2

⇤
.

The linear-t term leads to energy shift and the quadratic-t2 term
broadens the sharp delta function.
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Acetophenone: except the local stretching model, 
no significant mode-shift -- weak isotope effect?
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Acetaldehyde: significant mode-shift when replacing 
hydrogens by deuterium -- strong isotope effect?
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over a stimulus concentration of about one log unit32). This means
that the cells are particularly sensitive to small changes in concentra-
tion, but without adaptation to re-set the gain they would be able to
respond only over a narrow dynamic range33. This is just one of 
several mechanisms that OSNs use for adjusting their sensitivity.
Others include a recently discovered RGS (regulator of G-protein 
signalling) protein that apparently acts on the adenylyl cyclase to
decrease its activity34, and a kinase that phosphorylates activated
receptors sending them into a desensitized state35,36.

Signal transduction and generation in invertebrates is far less well
understood, possibly because there is not a single system at work. In
lobsters, a lipid pathway involving inositol phosphates seems to be
dominant37, and in Drosophila and the moth, there is also strong evi-
dence for inositol-1,4,5-trisphosphate (Ins(1,4,5)P3) as a second
messenger38. The difficulty in these systems is that the final target of
the cascade, the analogue of the CNG channel in vertebrates, remains
to be identified. In contrast to vertebrates, invertebrates have both
excitatory and inhibitory responses to odours, so there are likely to be
multiple transduction pathways39,40.

Tuning curves in primary sensory cells
A classical means of describing and classifying primary sensory neu-
rons uses the concept of a ‘tuning curve’ — the relationship between
stimulus quality and response. For photoreceptors this would be a
plot showing the range of wavelengths of light at which they are acti-
vated, and for auditory receptors it would be a similar representation
of frequency. But for OSNs this is a somewhat more difficult task as

odours vary along multiple dimensions. To understand the rules of
olfactory stimulus encoding it is useful to attempt to describe a 
‘molecular receptive range’41 for OSNs.

Several approaches to this problem have been taken (Box 1). What
has become clear is that most if not all receptors can be activated by
multiple odours, and conversely most odours are able to activate
more than one type of receptor. But this vast combinatorial strategy
only underscores the importance of understanding how broadly
tuned a particular OR may be. Limited physiological recordings from
individual cells have produced conflicting data, probably because
there are a range of tuning profiles, from specific to broad, and physi-
ological experiments generally use necessarily limited sets of
odours42. The standard means of characterizing the molecular range
of a receptor is through a medicinal chemistry approach that seeks to
define a pharmacophore, that is, the molecular determinants that are
common to a set of agonists or antagonists for a given receptor.

Taking this approach, Araneda et al.43 were able to provide such a
characterization for at least one particular odour receptor in the rat.
After screening an extensive panel of compounds they were able to
determine three critical chemical features common to agonists at this
receptor, and also determined that a related structural compound
could serve as an antagonist, reducing the response to a known 
agonist. This indicates that standard pharmacology could indeed be
applied profitably to the analysis of odour receptors, although large-
scale screens for 1,000 ORs might be a task better suited to industrial
rather than academic laboratories. It may also mean that blockers for
specific malodours could be found or synthesized.
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Although there are some 1,000 ORs, detecting the enormous

repertoire of odours requires a combinatorial strategy. Most

odour molecules are recognized by more than one receptor

(perhaps by dozens) and most receptors recognize several

odours, probably related by chemical property. The scheme in

the figure represents a current consensus model. There are

numerous molecular features, two of which are represented

here by colour and shape. Receptors are able to recognize

different features of molecules, and a particular odour

compound may also consist of a number of these ‘epitopes’ or

‘determinants’ that possess some of these features. Thus the

recognition of an odorant molecule depends on which

receptors are activated and to what extent, as shown by the

shade of colour (black represents no colour or shape match

and thus no activation). Four odour compounds are depicted

with the specific array of receptors each would activate. Note

that there are best receptors (for example, red square), but also

other receptors that are able to recognize some feature of the

molecule (for example, any square) and would participate in the

discrimination of that compound. In the olfactory bulb there

seem to be wide areas of sensitivity to different features (for

example, functional group or molecular length). This model is

based on current experimental evidence, but is likely to

undergo considerable revision as more data become available.

Box 1

A code in the nose
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In addition to the 
molecular shape, what 
else molecular features 

are picked up by the 
odorant receptor? 



• quantum coherence is spotted in biology.

• the theory of olfaction is not yet complete

• quantize “shape theory” of olfactory 
receptor lead to “vibration theory”.

• isotope effect, olfaction profile and more to 
be explored in the future...

conclusions
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